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Abstract


 The ultimate goal of a control system is to create some desired behavior with the use of feedback.  This semester we have looked at a variety of theories on how nonlinear and adaptive systems go about achieving control/regulation goals.  In this paper we will look at how physical systems differ in their need to use either a linear or nonlinear control scheme in order to achieve control goals.  We will look at the design and implantation of a scanning tunneling microscope (STM) as well as a 3-joint link robotic manipulator.  Both of these systems allow for both linear and nonlinear controllers.  However, we will see that for each system the there are advantages in picking one type of controller over another.  In the end we hope to have a better understanding of how to determine which type of controller can be most beneficial.
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1.  Introduction


When we first start to learn about control systems we start with linear systems and build up to the nonlinear cases.  During the course of this class we have taken our fundamental understanding linear concepts and built an understanding of nonlinear control.  The overall goal of this paper will be to look at two physical systems with the intent of comparing the need for either a linear and nonlinear controller.  We hope to learn what limitations arise from either the linear or nonlinear control models.  The first system that we will look at is the scanning tunneling microscope (STM).  The theory of feedback that we will look at is how the motion of the tip is controlled and how we can obtain a stable and accurate feedback loop [1].  The second system that we will look at is the n-link robotic manipulator.  This system has been widely studied using linear PD or PID controllers, but a proposed nonlinear concept will be presented.  This nonlinear controller will looked at from a stability point of view, as well as from that of meeting the design criteria.      
At the end of this paper we will briefly look at some interesting research that is currently taking place in the Lyding research group here on campus.  From these experiments, we can gain an appreciation as to how feedback can be used to accomplish the control objectives of creating molecule level arrays.  This new technique is properly been name Feedback Control Lithography.  

2.  Scanning Tunneling Microscopy

2.1 System Description
From the explanation of tunneling microscopy given in the introduction, it becomes apparent that the STM technique will require a fine level of control in order to achieve the accurate movements that are necessary in atomic imaging.  Figure 1 gives us an idea about the control loop that can be used to establish a controller which can respond to changes in the topography of a surface using the tunneling current as input [2].  The basic idea behind a control feedback loop is this, the user provides some input to a system looking for a stable control output.  In this case, the design goal is to input positioning signals and the output that we want to monitor is the tunneling current for each point on the surface; keeping the current fixed at some defined preset value.  Furthermore, we want a quick step response so that the tip can adjust to the variations in surface height without crashing.  

If we follow the Figure 1 though, the forward transfer function is:

G(s) = G1(s) G2 (s) where 

G1 = Proportional plus integral gain transfer function

G2 = High voltage amplifier transfer function

The feedback transfer function is:

H(s) = H1(s) H2 (s) H3(s) where

H1 = Piezo response ( (gap vs. Vpiezo )

H2 = Tunnel junction response (I vs. (gap)

H3 = Current plus log amplifier response
This gives rise to a Laplace current equation equal to:

I(s) = R(s) –E(s) = 
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From this form, we find one set of complex conjugate poles (a ( bi) exists in the stable left half plane.  In the time domain, this pole is an exponentially damped sinusoid unless we cause it to cross into the right half plane (RHP) by increasing the gain.  Once a pole is shifted into the RHP, that pole would cause the system to become unstable.  To  get a clear understanding of the effects that different control schemes have on the step response of this system, see Figure 2. For the purposes of this paper we will concern ourselves with the effects of placing an integral controller followed by a low-pass filter.
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Figure 1. Control system block diagram for a typical STM system [2].
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Figure 2. Step response of typical STM control feedback systems with respect to different controllers [2].
2.2 Linear Analysis 

One way to look at the STM control loop in transfer function block diagram form is proposed by Ping and Player [3].  In this system we see that the feedback path is unity but that the block characteristics of the piezo tube, integral controller, and low-pass filter are placed in the forward path.  We see from Figure 3 that the nonlinear tunneling characteristic T has been removed from the tunneling junction and incorporated in the open loop transfer function for the specific ease of applying a linear system analysis.  The  tunneling current It can be written as:

                                        I ( B*e –L*d(t)                                   (2.1)

Where B is a bias and L is a work function related value, which can be further expressed  as:

        L = A*Φ 0.5                                                        (2.2)
Typical values of Φ and L are 4eV and 20 nm-1 respectively [4].  The output of the LOG amplifier can be expressed as:

                             Vlog = -k1*L*d(t) + -k1*loge(k0*B)                                 (2.3)
Where k1 is a fixed scale factor of the LOG amplifier.  The important aspect of this linear analysis is that the second nonlinear term in the Vlog formula is offset by the tunneling current referred to in 2.1 [3].  If we then refer back to Figure 3, the value of total block G1 can be simplified to –k1*L. Player etc. found that we can further approximate the value of G1 to be a typical value of –10 V/nm.  


From this point what we want to look at is what type of low-pass filter is optimal for this controller.  Figure 4 shows us that as we move from a first to second order low-pass filter, the added poles to the open-loop transfer function result in moving the system towards instability.  Figure 5 shows us that the first order low-pass filter also gives the control loop optimal phase and gain margins.  Thereby giving us a good response and minimal oscillations.  From the Nichols plot of the first order low-pass filter, we can also see that the loop gain trajectory tends to avoid the critical (0 dB, 1800 ) point while the 1800 point is reached not too far below ωr.  This explains why our system is capable of tolerating poorly damped mechanical resonance and achieving good bandwidth
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Figure 3. Block diagram of the STM system.  Block T represents the nonlinear tunneling characteristics.
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Figure 4. Root loci for system incorporating (a)a first order LP filter (b) a second –order LP filter [3].
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Figure 5. From left to right.  (1) Nichols plot for an integrator only (2) Nichols plot for an integrator and a single-pole LP filter (3) Nichols plot for an integrator and a two-pole LP filter.  We can see that plot 2 gives us the greatest phase margin and lowest phase margin [3].

2.3 Nonlinear Analysis
The analysis in the previous section gives us good results but the question of how we can look at the tunneling junction as a linear quantity, when we know it is nonlinear, still remains.  If we look at the assumptions made about the junction, the main one that must hold is that we must be within “small” variations of the gap.  One of the benefits of using a more sophisticated control strategy would be to keep good behavior over “wider” excursions of the tunneling junction.  However, we can look at some limitations that eliminate the need to concern ourselves with “wide” excursions of the gap and therefore a nonlinear controller.  Firstly, the phenomenon of tunneling occurs at distances of about 10 Ǻ.  Outside of this range, the equipment to actually read the current would have to be many orders of magnitude greater and would not give us any added resolution.  Furthermore,  due to the “well behaved” nature of STM samples, once we are within tunneling range, relative height changes are well within the linear control model.   The final concern might be about how we get within that small range to start imaging when the tip might be far away from the surface initially.  Lyding etc. developed a technique in which the STM tip holder can be translated to within the tunneling range very effectively without the need for a nonlinear controller [5].  Figure 6 shows us a saw-tooth waveform that is applied to rails that hold the sample holder.  At the peak of the waveform, the sample holder is jerked closer to the tip.  Once the sample is within tunneling range, the tip then move to image the sample with the linear control loop.  With this method we are able to get within tunneling range quickly and with the need of added control schemes.
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Figure 6. Driving waveform as a function of time.  The acceleration of the washer for which this waveform is applied causes a displacement of the stage towards the tip for rough translation into tunneling range.  
3.  Serial N-Link Robotic Manipulator

3.1 System Description


The second system that we are looking at is a robotic manipulator.  The dynamic model of a rigid, serial, n-link, robotic manipulator can be written as follows [: 
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                             (3.1)

- q((
n is the vector of joint displacements

- f ((n is the vector of control torques

- g ((n is the vector of gravitational effects

- H(q) is the n x n symmetric, pos. def., manipulator inertia matrix

- C(q, 
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) is the n x n matrix which quantifies torques due to centripetal and Coriolis 

   acceleration
The problem of set-point position regulation for this system can be simply solved by using a PD or PID type controller.  The main design goal for this system is to reduce peak levels of actuator output without increasing the length of the transient response.  The result of reducing the peak levels is that we can accomplish the same level of control with a smaller, more cost effective, actuator.

 3.2 Linear Analysis

For the purposes of this paper we will look only at the PD controller.  It is important to note that for this type of robotic manipulator, the integral controller is useful in eliminating steady state offset error but can complicate stability of the system.  The  control law for the fixed gain PD controller is:
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                                       (3.2)

where Kp and Kd are symmetric, positive definite matrices and 
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is the position error.  This controller is well defined and is known to give us global asymptotic stability [10].  The controller can be given as:
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                          (3.3)

The linear, fixed gain controller produces a response seen in Figure 7.  We see that the response states for the three links do move towards a steady state position.  However, we can see that there is a large initial output from the actuator.  If our goal it to reduce the peak actuator requirements then we need to look at this initial spike.  One approach that can be utilized is a gain scheduling regime, which would set a large or small fixed gain depending on the effort of the servo.  Seraji shows that the linear fixed gain controller is a viable scheme but is incapable of accomplishing both a fast response and no overshoot in a efficient manner [8].  A better scheme is proposed by Liu which uses a nonlinear gain matrix in order to achieve the predetermined control goals.   
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Figure 7. Actuator output (a) and position error (b) of the linear gain structure [6].

3.3 Nonlinear Analysis
.

The main idea behind the use of a nonlinear gain matrix stems from work done by Seraji [8].  What he found was that a hyperbolic gain can be use useful for improving both response speed and overshoot of a robotic manipulator system.  When there is  has a large position error, like what occurs at the onset of the actuator response diagram, the nonlinear gain will be large and the response fast.  Conversely, when error is small, the gain will decrease and the overshoot will be small.  Using this idea, a set of gain matrices have been developed to The control law proposed by Liu is as follows:
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                              (3.4)

where K’p(
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).  The value of the gain matrices are as follows:


[image: image28.png]9=
B,(@

B, (@)=






 EMBED CorelPhotoPaint.Image.8  [image: image29.png]0

ay + gy sech(w, ;) -
0 @y, +ay; sech(w,,) 0

0 0

, + g sech(w,4,)
Y+ o sech(wdy) 0 @
0 + o
G(@ = Yiz + ¥z sech(wy5) . ‘?

Vin+ Yau sech(@,d,)




and Ki = c0 + c1(1 – sech(c2 
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i)).   In all matrices, all variables must be strictly positive constants in order for the control to be stable as proven by Seraji.  


The next issue that must be addressed is to prove that these nonlinear gains do in fact show stability under motion given the control law in 3.4.  Using the candidate Lyapunov function:
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                       (3.5)

a nonlinear control law of the form:
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                            (3.6)

provides global asymptotically stable motion provided D is symmetric and positive definite, and there exist functions (I(*) such that for every element of the diagonal matrix P, x*Pi >= (I(|x|) for all x ((
n and i = 1,…, n [7 and 9].  The controller that we have fit this definition once we see that P = Kp*Bp (
[image: image33.wmf]q

~

) and D = Kd*Bd (
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).  Furthermore, since Gp and Gd are diagonal and positive definite, the updated nonlinear matrices K’p and K’d seen in 3.4 will also be globally asymptotically stable.


If we now look at the maximum possible control low u, it can be shown in Figure 8 that the servo requires much less effort that the linear fixed gain control model.  In the linear response diagram, the effective range of the actuator was about 1400.  In the nonlinear control model, we have decreased the range down to 900.  More important than the range is the fact that with the linear controller, the initial spike ran the system up to 1100, whereas the nonlinear model moves between ( 450.  The nonlinear model also reaches the steady-state value within the same time frame as the linear case.  What is key to note is the although the ceiling of control torque is lower, the actuating effort is not reduced but instead redistributed over the area.  
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Figure 8. Actuator output (c) and position error (d) of the proposed nonlinear gain structure [6].
4.  Comments/ Conclusions

4.1 Current Research: Feedback Control Lithography

One area that has made it to the forefront of modern science/engineering is the idea of molecule electronics.  Some of the research that is done on this campus utilizes concepts of feedback in order to build molecule arrays.  In a recent paper, a concept named “Feedback Control Lithography” was used to remove single hydrogen atoms from a hydrogen passivated silicon surface [11].  Figure 9 shows this desorption event in the form of a spike in the feedback tunneling current vs. time graph.  Once the single hydrogen is removed from the surface, that location is highly reactive to dosed molecules.  In this example, a single copper phthalocyanine can be placed at the location that we create our event.  The trend is that once we can place on molecule, are can make larger arrays, given time.  Ultimately, the goal of this work is to create simple memory arrays capable of switching states depending on the bias of the STM tip.  It becomes obvious that accuracy in the feedback signal and quick step response is needed in order for the microscope create these arrays.  If the feedback is not up to par, the result has been that large areas of hydrogen are desorbed instead of a single hydrogen.  


The initial goal of this paper was to outline two physical examples and compare the need for either a linear or nonlinear controller.  From the STM case, we saw that even though the tunneling junction is a nonlinear quantity, within the small variations of the tip-sample junction that we operate, a linear control model can be used.  Also we saw that the peak performance of the systems occurs when we have a single order low-pass filter.  With the Lyding technique, we can still accomplish our control goals without the need for extra nonlinear control.  For the robotic manipulator, we saw that both the nonlinear and linear controller work but the nonlinear allow us to reduce the size of the actuator.  What we can learn from these two examples is that we must consider design goals before we can choose a type of controller.
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Figure 9. Hydrogen desorption event.  The spike in the tunneling current represents the feedback signal at the point where the hydrogen comes off of the surface [11].
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