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Summary. As a method to establish the Lyapunov stability of differential/difference equations systems, the LaSalle invariance principle was originally proposed in the 1950's and has become a fundamental mathematical tool in the area of dynamical systems and control. In both theoretical research and engineering practice, discrete-time dynamical systems have been at least as extensively studied as continuous-time systems. For example, model predictive control is typically studied in discrete-time via Lyapunov methods. However, there is a peculiar absence in the standard literature of standard treatments of Lyapunov functions and LaSalle invariance principle for discrete-time nonlinear systems. Most of the textbooks on nonlinear dynamical systems focus only on continuous-time systems. For example, the classic textbook by Khalil on nonlinear systems \cite{Khalil} relegates discrete-time systems to a few exercises at the end of Chapter 4. The textbook by Vidyasagar \cite{Vidyasagar} does not present the discrete-time LaSalle invariance principle. In Chapter 1 of the book by LaSalle \cite{LaSalle}, the author establishes the LaSalle invariance principle for difference equation systems. However, all the useful lemmas in \cite{LaSalle} are given in the form of exercises with no proof provided. In this document, we provide the proofs of all the lemmas proposed in \cite{LaSalle} that are needed to derive the main theorem on the LaSalle invariance principle for discrete-time dynamical systems. We organize all the materials in a self-contained manner. We first introduce some basic concepts and definitions in Section 1, such as dynamical systems, invariant sets, and limit sets. In Section 2 we present and prove some useful lemmas on the properties of invariant sets and limit sets. Finally, we establish the original LaSalle invariance principle for discrete-time dynamical systems and a simple extension in Section 3. In Section 4, we provide some references on extensions of LaSalle invariance principles for further reading. This document is intended for educational and tutorial purposes and contains lemmas that might be useful as a reference for researchers.
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1 Basic Concepts: Dynamical System, Motion, Limit Set, and Invariant Set

Before reviewing the basic concepts in discrete-time dynamical systems, we first introduce some frequently used notations. Let \( \mathbb{N} \) be the set of natural numbers, i.e., \( \{0, 1, 2, \ldots \} \). Denote by \( \mathbb{Z} \) and \( \mathbb{Z}_+ \) the set of integers and positive integers respectively. The set of real numbers is denoted by \( \mathbb{R} \) and the \( m \)-dimension Euclidean space is denoted by \( \mathbb{R}^m \). Let \( \mathbb{0}_m \) be the all-zeros \( m \times 1 \) column vector and let \( \mathbb{1}_m \) be the all-ones \( m \times 1 \) column vector. We use \( \emptyset \) to denote the empty set. For any sequence \( \{x_k\}_{k \in \mathbb{N}} \), by \( x_k \to y \) we mean \( x_k \to y \) as \( k \to \infty \). Without causing any confusion, sometimes we omit the subscript \( k \in \mathbb{N} \) when we refer to a sequence \( \{x_k\}_{k \in \mathbb{N}} \).

1.1 Discrete dynamical system

Given a map \( T : \mathbb{R}^m \to \mathbb{R}^m \), the following equations system:

\[
x(n + 1) = T(x(n)), \quad \text{for any } n \in \mathbb{N},
\]

(1)

is referred to as a \textit{m-dimension first-order difference equations system}. Equation (1) together with an additional condition \( x(0) = x_0 \in \mathbb{R}^m \) defines an \textit{initial-value problem} for the \( m \)-dimension first-order difference equations system. A sequence \( \{x(n)\}_{n \in \mathbb{N}} \) is the solution to the initial-value problem if \( x(n) = T^n(x_0) \) for any \( n \in \mathbb{N} \). Similarly, for any \( k \in \mathbb{Z}_+ \), a map \( g : \mathbb{R}^m \times \cdots \times \mathbb{R}^m \to \mathbb{R}^m \)

defines a \textit{m-dimension k-th order difference equations system}, and the corresponding initial-value problem is of the following form:
Definition 2 (Invariant sets). Given a map $T$, a map $T$ is continuous in this document.

For simplicity, in the rest of this document, whenever we refer to a difference equations system, we assume it is as an $m$-dimension first-order difference equations system.

Proof: For any $n \geq m$, let $x_m(n) = u(n-m+1)$, $x_{m-1}(n) = u(n-m+2)$, ..., $x_2(n) = u(n-1)$, and $x_1(n) = u(n)$. Define $x(n) \in \mathbb{R}^m$ as $x(n) = (x_1(n), \ldots, x_m(n))^T$. We thereby have:

$$
\begin{align*}
x_1(n+1) &= g(x_1(n), \ldots, x_m(n)), \\
x_2(n+1) &= x_1(n), \\
& \quad \vdots \\
x_m(n+1) &= x_{m-1}(n).
\end{align*}
$$

Define $T : \mathbb{R}^m \rightarrow \mathbb{R}^m$ as

$$
T(x(n)) = \begin{bmatrix} g(x_1(n), \ldots, x_m(n)) \\
x_1(n) \\
\vdots \\
x_{m-1}(n) \end{bmatrix}.
$$

We obtain an $m$-dimension first order difference equations system $x(n+1) = T(x(n))$. This concludes the proof.

For simplicity, in the rest of this document, whenever we refer to a difference equations system, we assume it is $m$-dimension and first-order, unless specified. In addition, no matter whether it is emphasized, the map $T : \mathbb{R}^m \rightarrow \mathbb{R}^m$ is always assumed to be continuous in this document.

Definition 1 (discrete semi-dynamical system and dynamical system). A map $\pi : \mathbb{N} \times \mathbb{R}^m \rightarrow \mathbb{R}^m$ is a discrete semi-dynamical system on $\mathbb{R}^m$ if, for any $n, k \in \mathbb{N}$ and any $x \in \mathbb{R}^m$,

1) $\pi(0, x) = x$;
2) $\pi(n, \pi(k, x)) = \pi(n + k, x)$ (semi-group property);
3) $\pi$ is continuous.

The map $\pi$ is a discrete dynamical system if 2) above holds for any $n, k \in \mathbb{Z}$ (group property).

Remark 1. The semi-group property implies the uniqueness of the solution to equations $x(n+1) = \pi(x(n))$, with the initial condition $x(0) = x_0$, in the forward direction, i.e., for any $n \in \mathbb{N}$. The group property leads to the uniqueness of the solution in both direction, i.e., for any $n \in \mathbb{Z}$.

1.2 Limit set and invariant set

Invariant set and limit set are two important concepts in dynamical systems. Limit set characterizes the asymptotic behavior of a difference equations system, i.e., the limit behavior of $T^n(x_0)$, as $n \rightarrow \infty$. A compact invariant set implies the existence of limit sets. In this subsection we present the definitions of invariant set and limit set.

Definition 2 (Invariant sets). Given a map $T : \mathbb{R}^m \rightarrow \mathbb{R}^m$ and a set $H \subset \mathbb{R}^m$, define the set $T(H) = \{ y \in \mathbb{R}^m \mid y = T(x) \text{ for some } x \in H \}$. The set $H$ is positively invariant if $T(H) \subset H$, negatively invariant if $T(H) \supset H$, and invariant if $T(H) = H$. A set $H \subset \mathbb{R}^m$ is invariantly connected if

1) $H$ is closed and invariant;
2) \( H \) is not a union of two non-empty disjoint closed invariant sets.

For any \( E \subset \mathbb{R}^n \), a set \( M \) is the largest invariant set in \( E \), if \( M \subset E \), \( T(M) = M \), and \( T(A \cup M) \neq A \cup M \) for any set \( A \) such that \( A \subset E \) and \( A \cap M = \phi \).

Remark 2. The following statements can be inferred from Definition 2: 1) Any set of countably many (more than one) isolated fixed points is not invariantly connected; 2) If \( M \) is the largest invariant set in \( E \), then, for any \( A \subset E \), \( T(A \cup M) = A \cup M \) implies \( A \subset M \).

Before presenting the definition of limit set, we first introduce some preliminary notions.

Definition 3 (Motion, periodicity, fixed point, and extension of motion). Given a map \( T : \mathbb{R}^m \to \mathbb{R}^m \) and a vector \( x \in \mathbb{R}^m \), the motion from \( x \) refers to the sequence \( \{T^n(x)\}_{n \in \mathbb{N}} \) and is denoted by \( T^x \). A motion \( T^x \) is periodic if there exists some \( k \in \mathbb{Z}_+ \) such that \( T^k(x) = x \). The least such \( k \) is referred to as the period of the motion \( T^n \). A point \( x \) is called a fixed point of \( T \) if the motion \( T^n(x) \) has period \( k = 1 \), i.e., \( T(x) = x \). A set \( T^n_x = \{T^n(x)\}_{n \in \mathbb{Z}} \subset \mathbb{R}^m \) is referred to as an extension of the motion \( T^n \) if \( T_0x = x \) and \( T(T_nx) = T_{n+1}x \) for any \( n \in \mathbb{Z} \).

Remark 3. The extension of a motion \( T^n \) is not unique if the map \( T \) is non-invertible.

Definition 4 (Distance and convergence). For any point \( x \subset \mathbb{R}^m \) and set \( S \subset \mathbb{R}^m \), define the distance between \( x \) and \( S \) as \( \rho(x,S) = \inf_{y \in S} \|x - y\| \), where \( \| \cdot \| \) is some norm defined in \( \mathbb{R}^m \). A motion \( T^n \) converges to the set \( S \) if \( \lim_{n \to \infty} \rho(T^n(x),S) = 0 \).

Definition 5 (Interior, closure, and boundary). For any \( x \subset \mathbb{R}^m \) and \( r > 0 \), define the open ball around \( x \) with radius \( r \) as the set \( B(x,r) = \{y \subset \mathbb{R}^m \mid \|y - x\| < r\} \). For any set \( S \subset \mathbb{R}^m \), \( x \subset \mathbb{R}^m \) is an interior point of \( S \) if there exists \( \epsilon > 0 \) such that \( B(x,\epsilon) \subset S \). Denote by \( \text{int}S \) the set of all the interior points of \( S \). Define the closure of \( S \) as the set \( \overline{S} = \{x \subset \mathbb{R}^m \mid \rho(x,S) = 0\} \). Define the boundary of \( S \) as the set \( \partial S = \overline{S} \setminus \text{int}S \).

Now we present the definitions of limit point and limit set.

Definition 6 (Limit point and limit set). Given a motion \( T^n \), \( y \subset \mathbb{R}^m \) is a limit point of the motion \( T^n \) if there exists a subsequence \( \{n_k\}_{k \in \mathbb{N}} \) such that \( n_k \to \infty \) and \( T^{n_k}(x) \to y \) as \( k \to \infty \). When there is no ambiguity about the map \( T \), we also refer to \( y \) as a limit point of \( x \). The set of all the limit points of \( x \) is referred to as the limit set of \( x \), denoted by \( \Omega(x) \). That is,

\[
\Omega(x) = \left\{y \subset \mathbb{R}^m \mid \text{There exists sequence } \{n_k\} \subset \mathbb{N} \text{ such that } n_k \to \infty \text{ and } T^{n_k}(x) \to y \text{ as } k \to \infty \right\}.
\]

Given a set \( H \subset \mathbb{R}^m \), the limit set of the set \( H \) is denoted by \( \Omega(H) \) and defined as

\[
\Omega(H) = \left\{y \subset \mathbb{R}^m \mid \text{There exists sequence } \{n_k\} \subset \mathbb{N} \text{ and } \{y_k\} \subset H \text{ such that } n_k \to \infty \text{ and } T^{n_k}(y_k) \to y \text{ as } k \to \infty \right\}.
\]

2 Properties of Invariant Sets and Limit Sets

In this section we present and prove some important properties of the limit sets and the invariant sets of difference equations systems. These properties will be used in the proof of the LaSalle invariant principle.

2.1 Properties of invariant sets

We first present some lemmas on the properties of invariant sets.

Lemma 2 (Invariantly connected set and periodic motion). For any given continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \), suppose \( H \) is an invariant set with finite elements. The set \( H \) is invariantly connected if and only if \( H \) is a periodic motion \( T^n \).
Proof: Suppose \( H \) is a periodic motion with period \( K \). By definition, \( H = \{ x, T(x), \ldots, T^{K-1}(x) \} \) is invariant and closed. It is also straightforward to check that \( H = \{ x, T(x), \ldots, T^{K-1}(x) \} \) cannot be a union of any two non-empty disjoint closed invariant set. Therefore, \( H \) is invariantly connected.

Now suppose \( H \) is invariantly connected. As a consequence, any \( x \in H \) cannot be a fixed point of the map \( T \), otherwise either \( T(H) \subset H \) or \( H \) is a union of two disjoint closed invariant sets: \( \{ x \} \) and \( H \setminus \{ x \} \). Since \( x \) is not a fixed point and \( H \) is invariant, there must exist at least one positive integer \( k > 1 \) such that \( T^k(x) = x \). Denote the least such integer as \( k(x) \). Since \( H \) is a set of finite elements, the least common multiple of all the \( k(x) \) such that \( x \in H \) is a finite positive integer, denoted by \( K \). Therefore, for any \( x \in H \), \( T^K(x) = x \), which implies that \( H \) is a periodic motion. This concludes the proof.

\( \square \)

Lemma 3 (Closures of invariant sets). For any continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \), the following statements hold:

1) The closure of any positively invariant set of \( T \) is positively invariant;
2) The closure of any bounded invariant set of \( T \) is invariant.

Proof: Suppose \( H \) is a positively invariant set of map \( T \). Due to the continuity of \( T \), if \( T(x) \notin \partial H \) for some \( x \in \partial H \), then there exists \( y \in \text{int}(H) \) such that \( T(y) \notin \partial H \). This implies that \( H \) is not positively invariant, which leads to a contradiction. Therefore, \( T(\partial H) \subset H \) and thus \( T(H) \subset H \). This concludes the proof for statement 1).

According to statement 1), the closure of a bounded invariant set is positively invariant. Suppose \( H \) is bounded and invariant. We have \( T(\overline{H}) \subset \overline{H} \), which leads to the following result: For any \( x \in H \), there exists \( y \in H \) such that \( T(y) = x \). Since \( H \) is bounded, \( \partial H \) is well-defined and bounded. For any \( x^* \in \partial H \), there exists a sequence \( \{ x_n \} \subset H \) such that \( x_n \to x^* \). For any \( x_n \in H \), there exists \( y_n \in H \) such that \( T(y_n) = x_n \). Now we obtain a sequence \( \{ y_n \} \subset \overline{H} \). Since \( \overline{H} \) is a compact set, there exists a sequence \( \{ y_k \} \to x^* \) such that the subsequence \( \{ y_{k+1} \} \) converges to some \( x^* \in \overline{H} \). Moreover, since map \( T \) is continuous, \( T(x^*) = T(\lim_{k \to \infty} y_k) = \lim_{k \to \infty} T(y_k) = \lim_{k \to \infty} x_k = x^* \in \overline{H} \).

Therefore, for any \( x^* \in \overline{H} \), there exists \( y^* \in \overline{H} \) such that \( T(y^*) = x^* \in T(\overline{H}) \). Now we have obtained both \( T(\overline{H}) \subset \overline{H} \) and \( T(\overline{H}) \subset \overline{H} \). Therefore, \( T(\overline{H}) = \overline{H} \), which concludes the proof of statement 2).

\( \square \)

Lemma 4 (Invariant set and extension of motion). For any continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \), a set \( H \) is an invariant set of \( T \) if and only if each motion \( T^n \) starting in \( H \) has an extension in \( H \).

Proof: Suppose \( H \) is an invariant set. Since \( H \) is positively invariant, for any \( x \in H \), we have \( T^n(x) \in H \) for any \( n \in \mathbb{N} \), which leads to \( T^n \subset H \). On the other hand, since \( H \) is also negatively invariant, for any \( x \in H \), there exists \( x_{-1} \in H \) such that \( T(x_{-1}) = x \). Let \( T_{-1}(x) = x_{-1} \). Since \( x_{-1} \in H \), there exists \( x_{-2} \in H \) such that \( T(x_{-2}) \in H \). Following this argument and let \( T_n(x) = T^n(x) \) for any \( n \in \mathbb{N} \), we construct an extension \( T_n \subset H \). Now suppose that each motion \( T^n \) starting in \( H \) has an extension \( T_n \) in \( H \). Since \( x \in H \) leads to \( T_n \subset H \) for any \( x \in H \), we have \( T(x) \in H \), which implies \( T(H) \subset H \). In addition, for any \( x \in H \), since there exists \( y = T_{-1}(x) \in H \) such that \( T(y) = x \), we have \( T(H) \subset H \). Therefore, \( H \) is an invariant set of \( T \). This concludes the proof.

\( \square \)

Lemma 5 (Properties of the largest invariant set). For any continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \) and any set \( E \subset \mathbb{R}^m \), if \( M \) is the largest invariant set in \( E \), then the following statements hold:

1) \( M \) is the union all the extensions of motions that remain in \( E \) for all \( n \in \mathbb{Z} \);
2) \( x \in M \) if and only if there exists an extension of motion \( T_n \) such that \( T_n x \subset E \);
3) If \( E \) is compact, then \( M \) is compact.

Proof: For any extension of motion staring at \( x \), denoted by \( T_n \), one can easily check that the set \( T_n \subset \{ T_n(x) \}_{n \in \mathbb{Z}} \) is invariant, i.e., \( T(T_n(x)) = T_n(x) \). If \( T_n \subset E \), then, according to Remark 2, \( T(M \cup T_n x) = M \cup T_n x \) implies that \( T_n x \subset M \). On the other hand, for any \( x \in M \), since \( M \) is invariant, we have \( T(x) \in M \) and there exists \( x_{-1} \in M \) such that \( T(x_{-1}) = x \). Then we further have \( T^2(x) \in M \) and there exists \( x_{-2} \in M \) such that \( T(x_{-2}) = x_{-1} \). Following this argument, we conclude that any \( x \in M \) is in some extension of motion in \( M \). This concludes the proof of statement 1).

Statement 2) is a straightforward result of statement 1).
Now we proceed to prove statement 3. For any sequence \( \{x_n\} \subset M \) such that \( \{x_n\} \to x^* \), since \( E \) is compact, we have \( x^* \in E \). Moreover, since \( x_n \in M \) leads to \( T^k(x_n) \in M \) for any \( k \in \mathbb{N} \), due to the continuity of \( T \), we have
\[
\lim_{n \to \infty} T^k(x_n) = T^k \left( \lim_{n \to \infty} x_n \right) = T^k(x^*).
\]
Therefore, the motion \( T^n x^* \) satisfies \( T^n x^* \subset E \). Moreover, since \( M \) is invariant and \( \{x_n\} \subset M \), for any \( n \in \mathbb{N} \), there exists \( y_n \in M \) such that \( T(y_n) = x_n \). Now we obtain a sequence \( \{y_n\} \subset M \subset E \). Since \( E \) is compact, there exists a subsequence \( \{y_{n_k}\} \) such that \( \{y_k\} \to y^* \) as \( k \to \infty \). Due to the continuity of map \( T \), we have
\[
T(y^*) = T \left( \lim_{k \to \infty} y_{n_k} \right) = \lim_{k \to \infty} T(y_{n_k}) = \lim_{k \to \infty} x_{n_k} = x^*.
\]
Let \( T^{-1}(x^*) = y^* \in E \). Applying the same argument above for \( x^* \) to \( y^* \), we obtain \( T^{-2}(x^*) \in E \) such that \( T(T^{-2}(x^*)) = T^{-1}(x^*) \). Continue this argument, we get an extension \( T_n x^* \) of the motion \( T^n x^* \) such that \( T_n x^* \subset E \). According to statement 1, we have \( x^* \in M \). Now we have proved that any \( \{x_n\} \subset M \) such that \( \{x_n\} \to x^* \) leads to \( x^* \in M \). Therefore, \( M \) is a compact set.

\[\square\]

2.2 Properties of limit sets

Lemma 6 (Closed forms of limit sets). Given a continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \), for any \( x \in \mathbb{R}^m \), the limit set of \( x \) given by Definition\ref{defn:limit_set} satisfies
\[
\Omega(x) = \bigcap_{n=0}^{\infty} \overline{T^n(x)}.
\]
Similarly, for any set \( H \subset \mathbb{R}^m \), the limit set of \( H \), given by Definition\ref{defn:limit_set} satisfies
\[
\Omega(H) = \bigcap_{j=0}^{\infty} \overline{\bigcup_{n=j}^{\infty} T^n(H)}.
\]

Proof: We first prove equation \ref{eq:closed_form_limit_set}. Suppose \( y \in \Omega(x) \). For any \( j \in \mathbb{N} \), since
\begin{enumerate}[i]
\item there exists \( \{n_k\} \subset \mathbb{N} \) such that \( n_k \to \infty \) and \( \lim_{k \to \infty} T^{n_k}(x) \to y \) as \( k \to \infty \);
\item \( \rho(y; \bigcup_{n=j}^{\infty} T^n(x)) \leq \rho(y; T^n(x)) \) for any \( k \) such that \( n_k > j \),
\end{enumerate}
by letting \( k \to \infty \), we have \( \rho(y; \bigcup_{n=j}^{\infty} T^n(x)) = 0 \), which implies that \( y \in \bigcup_{n=j}^{\infty} T^n(x) \). Since the argument above holds for any \( j \in \mathbb{N} \), we have \( y \in \bigcap_{j=1}^{\infty} \overline{T^n(x)} \). On the other hand, for any \( y \in \bigcap_{j=1}^{\infty} \overline{T^n(x)} \), since \( y \in \bigcup_{n=j}^{\infty} T^n(x) \) for any \( j \in \mathbb{N} \), we have \( \rho(y; \bigcup_{n=j}^{\infty} T^n(x)) = 0 \), that is, \( \inf_{z \in \bigcup_{n=j}^{\infty} T^n(x)} \rho(y, z) = 0 \), for any \( j \in \mathbb{N} \). Let 0 < \( \varepsilon < 1 \) and \( j = 1 \). There must exist some \( n_1 \geq 1 \) such that \( \rho(y; T^{n_1}(x)) < \varepsilon \). Then let \( j = n_1 + 1 \). There must exist some \( n_2 \geq 2 \) such that \( \rho(y; T^{n_2}(x)) < \varepsilon^2 \). Following this construction, we can construct a subsequence \( \{n_k\} \subset \mathbb{N} \) such that \( \{n_k\} \to \infty \) and \( \rho(y; T^{n_k}(x)) < \varepsilon^k \) for any \( k \in \mathbb{N} \), which implies that \( \lim_{n \to \infty} T^{n_k}(x) = y \). Therefore, according to Definition\ref{defn:limit_set}, \( y \in \Omega(x) \). This concludes the proof for equation \ref{eq:closed_form_limit_set}.

Similarly, equation \ref{eq:closed_form_limit_set_set} is proved by the following argument:
\[
y \in \Omega(H) \iff \exists \{n_k\} \to \infty \text{ and } \{y_k\} \subset H \text{ s.t. } T^{n_k}(y_k) \to y \text{ as } k \to \infty,
\]
\[
\iff \forall j \in \mathbb{N}, \forall k \in \mathbb{N}, \exists n_k \geq j \text{ and } y_k \in H \text{ s.t. } T^{n_k}(y_k) \in B(y, \varepsilon^k), \text{ for some } 0 < \varepsilon < 1,
\]
\[
\iff \forall j \in \mathbb{N}, \inf_{n \geq j, n \in H} \|y - T^{n}(x)\| = 0,
\]
\[
\iff \forall j \in \mathbb{N}, \rho(y; \bigcup_{n=j}^{\infty} T^n(H)) = 0.
\]

\[\square\]

Lemma 7 (Invariance and asymptotic properties of limit set \( \Omega(x) \)). For any continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \) and any \( x \in \mathbb{R}^m \), the following statements hold:

\begin{enumerate}
\item The limit set \( \Omega(x) \) is closed and positively invariant;
\item If the motion \( T^n x \) is a bounded set, then \( \Omega(x) \) is
\begin{enumerate}[a]
\item nonempty;
\item compact;
\item invariant;
\item invariantly connected;
\item the smallest set that \( T^n(x) \) approaches as \( n \to \infty \).
\end{enumerate}
\end{enumerate}
The following lemma presents some important properties of the limit set of any set $H$, i.e., $\Omega(H)$. The proof follows the same line of argument in the proof of Lemma 7.

**Lemma 8 (Invariance and asymptotic properties of limit set $\Omega(H)$).** For any continuous map $T: \mathbb{R}^m \to \mathbb{R}^m$ and any set $H \subset \mathbb{R}^m$, the following statements for the limit set $\Omega(H)$ hold:

1) For any $x \in H$, $\Omega(x) \subset \Omega(H)$;
In the meanwhile, since
Now we prove by contradiction that \( \Omega \) is a union of two disjoint, non-empty, and closed invariant sets:
This proves statement 2).
\( \bigcup \)
Since
This concludes the proof for statement 1).
Remark 4. Unlike the limit set of a point, \( \Omega(H) \) is not necessarily invariantly connected, even if \( \bigcup_{n=0}^{\infty} T^n(H) \) is bounded. For example, consider the following one-dimension first-order difference equation system:
\[
x(n+1) = T(x(n)) = \varepsilon x(n)^2 + (1-\varepsilon)x(n),
\]
where \( x(n) \in \mathbb{R} \) for any \( n \in \mathbb{N} \) and \( 0 < \varepsilon < 1 \). One can easily check that the set of fixed points is \( \{0,1\} \) and \( \Omega([0,1]) = \{0,1\} \), which is a union of two disjoint, non-empty, and closed invariant sets: \( \{0\} \) and \( \{1\} \).

Lemma 9 (Limit set of compact & positively invariant set). For any continuous map \( T : \mathbb{R}^m \to \mathbb{R}^m \), suppose \( E \subset \mathbb{R}^m \) is a compact and positively invariant set. The following statements hold:
1) \( \Omega(E) = \bigcap_{n=0}^{\infty} T^n(E) \);
2) \( \Omega(E) \) is non-empty, compact, and invariant;
3) \( \Omega(E) \) is the largest invariant set in \( E \).

Proof: Since \( E \) is compact and \( T \) is continuous, \( T^n(E) \) is compact for any \( n \in \mathbb{N} \). Since \( E \) is positively invariant, \( T(E) \subset E \) and \( T^{n+1}(E) \subset T^n(E) \) for any \( n \in \mathbb{N} \). Therefore, by definition,
\[
\Omega(E) = \bigcap_{n=0}^{\infty} T^n(E) = \bigcap_{j=0}^{\infty} T^j(T^n(E)) = \bigcap_{j=0}^{\infty} T^j(E).
\]
This concludes the proof for statement 1).
Since \( \bigcup_{n=0}^{\infty} T^n(E) = T^0(E) = E \) is bounded, according to statement 3(a) in Lemma 8, \( \Omega(E) \) is non-empty, compact, and invariant. This proves statement 2).
Now we prove by contradiction that \( \Omega(E) \) is the largest invariant set in \( E \). Suppose there exists a non-empty set \( A \subset E \) such that
\[
A \cap \Omega(E) = \emptyset, \quad \text{and} \quad T(A \cup \Omega(E)) = A \cup \Omega(E).
\]
Since \( T(A \cup \Omega(E)) = T(A) \cup T(\Omega(E)) = T(A) \cup \Omega(E) \), we have \( T(E) \supset T(A) \supset A \). In addition,
\[
T(A \cup \Omega(E)) = A \cup \Omega(E) \quad \Rightarrow \quad T^n(A \cup \Omega(E)) = A \cup \Omega(E), \quad \text{for any } n \in \mathbb{N}. \quad \Rightarrow \quad \bigcap_{n=0}^{\infty} T^n(A \cup \Omega(E)) = A \cup \Omega(E).
\]
In the meanwhile,
\[
T(A \cup \Omega(E)) = T(A) \cup \Omega(E) \quad \Rightarrow \quad T^n(A \cup \Omega(E)) = T^n(A) \cup \Omega(E) \subset T^n(E) \cup \Omega(E)
\]
\[
\Rightarrow \quad \bigcap_{n=0}^{\infty} T^n(A \cup \Omega(E)) \subset \bigcap_{n=0}^{\infty} (T^n(E) \cup T^n(\Omega(E))) = \left( \bigcap_{n=0}^{\infty} T^n(E) \right) \cup \Omega(E) = \Omega(E)
\]
\[
\Rightarrow \quad A \cup \Omega(E) = \Omega(E)
\]
\[
\Rightarrow \quad A \subset \Omega(E),
\]
which contradicts \( A \cap \Omega(E) = \emptyset \). This concludes the proof for statement 3).

\[\square\]

3 LaSalle Invariance Principle and Its Extension

With all the preparation work in Section 1 and Section 2, now we are ready to present the main theorem on the original LaSalle invariance principle for discrete-time dynamical systems. The proof can be found on Page 6 of [11].

Theorem 1 (Discrete-time LaSalle invariance principle). Let \( G \) be any set in \( \mathbb{R}^m \). Consider a difference equations system defined by a map \( T : \mathbb{R}^m \to \mathbb{R}^m \) that is well-defined for any \( x \in G \) and continuous at any \( x \in G \). Suppose there exists a scalar map \( V : \mathbb{R}^m \to \mathbb{R} \) satisfying
i) $V(x)$ is continuous at any $x \in \overline{G}$;

ii) $V(T(x)) - V(x) \leq 0$ for any $x \in G$.

For any $x_0 \in G$, if the solution to the following initial-value problem

$$
\begin{align*}
    x(n+1) &= T(x(n)), \\
    x(0) &= x_0
\end{align*}
$$

satisfies that $\bigcup_{n=0}^{\infty} \{x(n)\}$ is bounded and $x(n) \in G$ for any $n \in \mathbb{N}$, then there exists $x \in \mathbb{R}$ such that $x(n) \to M \cap V^{-1}(c)$ as $n \to \infty$, where $V^{-1}(c) = \{x \in \mathbb{R}^m \mid V(x) = c\}$ and $M$ is the largest invariant set in $E = \{x \in \overline{G} \mid V(T(x)) - V(x) = 0\}$.

**Proof:** Let $X = \bigcup_{n=0}^{\infty} \{x(n)\}$. We have that $X \subset \overline{G}$ is compact. Since $V(x)$ is continuous on $\overline{G}$, $V(x)$ is lower bounded on $X$. Moreover, since $V(x(n))$ is non-increasing with $n$ for any $n \in \mathbb{N}$, there exists $c \in \mathbb{R}$ such that $V(x(n)) \to c$ as $n \to \infty$.

For any $y \in \Omega(x_0)$, since there exists $\{n_k\} \to \infty$ such that $x(n_k) = T^{n_k}(x_0) \to y$ as $k \to \infty$ and due to the continuity of $V$, we have $V(x(n_k)) \to V(y)$. Therefore,

$$
V(y) = \lim_{k \to \infty} V(x(n_k)) = \lim_{n \to \infty} V(x(n)) = c,
$$

for any $y \in \Omega(x_0)$, which leads to $\Omega(x_0) \subseteq V^{-1}(c)$.

Moreover, for any $y \in \Omega(x_0)$, since $X$ is bounded, according to Lemma 7, $\Omega(x_0)$ is invariant. Therefore, $T(y) \in \Omega(x_0)$, which implies that $V(T(y)) = c$ and thus $V(T(y)) - V(y) = 0$ for any $y \in \Omega(x_0)$. Now we obtain $\Omega(x_0) \subseteq E$. Since $\Omega(x_0) \subseteq E$ and $M$ is the largest invariant set of $E$, we have $\Omega(x_0) \subseteq M \cap V^{-1}(c)$. Finally, since $T^n(x)$ approaches $\Omega(x_0)$ as $n \to \infty$, $x(n) \to M \cap V^{-1}(c)$ as $n \to \infty$.

\[\square\]

The classic LaSalle invariance principle stated in Theorem 1 requires that both $T$ and $V$ are well-defined on $\overline{G}$. Below we present a simple extension of the classic LaSalle invariance principle. This extension establishes the convergence of the solution $x(n)$ when $T$ and $V$ are not defined on $\partial G$ but $x(n)$ is uniformly bounded from $\partial G$ after some finite time $N$.

**Theorem 2 (Extension of LaSalle invariance principle).** Consider the following difference equations system:

$$
x(n+1) = T(x(n)),
$$

where $T : \mathbb{R}^m \to \mathbb{R}^m$ is continuous on some set $G \subseteq \mathbb{R}^m$. Suppose there exists a map $V : \mathbb{R}^m \to \mathbb{R}$ satisfying: i) $V(x)$ is continuous at any $x \in G$; ii) $V(T(x)) - V(x) \leq 0$ for any $x \in G$. For any $x_0 \in G$, if there exists a compact set $G_c$ and $N \in \mathbb{N}$ such that the solution $x(n)$ to equation (4) with $x(0) = x_0$ satisfies $x(n) \in G_c$ for any $n \geq N$, then there exists $c \in \mathbb{R}$ such that $x(n) \to M \cap V^{-1}(c)$ as $n \to \infty$, where $V^{-1}(c) = \{x \in \mathbb{R}^m \mid V(x) = c\}$ and $M$ is the largest invariant set in $E = \{x \in G_c \mid V(T(x)) - V(x) = 0\}$.

**Proof:** For any such $x_0 \in G$, since $x(n)$ is the solution, we have $x(n) = T^n(x_0)$ for any $n \in \mathbb{N}$. According to Lemma 6,

$$
\Omega(x_0) = \bigcap_{n=0}^{\infty} \bigcup_{j=0}^{n} \{T^j(x_0)\} \subseteq \bigcup_{n=N}^{\infty} \{T^n(x_0)\} \subseteq G_c.
$$

For any $n \geq N$, since $x(n) \in \bigcup_{n=N}^{\infty} \{x(n)\} \subseteq G_c$ and $V$ is continuous on $G_c$, $V(x(n))$ is uniformly lower bounded for all $n \geq N$. In addition, since $V(x(n))$ is non-increasing, there exists $c \in \mathbb{R}$ such that $\lim_{n \to \infty} V(x(n)) = c$.

For any $y \in \Omega(x_0)$, there exists a sequence $\{n_k\} \to \infty$ such that $\{x(n_k)\} \to y$ as $k \to \infty$. Since $V$ is continuous on $G$, we have $V(x(n_k)) \to V(y)$. Moreover, $\lim_{n \to \infty} V(n) = c$ leads to $V(y) = c$. Therefore, $\Omega(x_0) \subseteq V^{-1}(c)$.

According to Lemma 7, $\Omega(x_0)$ is invariant. Therefore, $T(y) \in \Omega(x_0)$ for any $y \in \Omega(x_0)$, which in turn implies that $V(T(y)) - V(y) = 0$ for any $y \in \Omega(x_0)$ and thereby $\Omega(x_0) \subseteq E$. Moreover, since $\Omega(x_0)$ is invariant, $\Omega(x_0) \subseteq M$. Therefore, $\Omega(x_0) \subseteq M \cap V^{-1}(c)$. Since $x(n) = T^n(x)$ approaches $\Omega(x_0)$, $x(n) \to M \cap V^{-1}(c)$ as $n \to \infty$. This concludes the proof.

\[\square\]

### 4 Advanced Versions of LaSalle Invariance Principle

In this section we provide an incomplete list of references on the extensions and more advanced versions of LaSalle invariance principle for the interest of further reading. In Section 8, Chapter 1 of [11], the author discusses the vector Lyapunov functions;
Cortés et al. [5] propose a sufficient condition for the convergence of discrete-time systems to the fixed points. Hale [7] extends the LaSalle invariance principles to autonomous systems with infinite dimensions; Shevitz and Paden [13] discusses LaSalle invariance principle in non-smooth systems; Extensions of LaSalle’s results to switched systems are provided by Hespanha et al. [8], Bacciotti et al. [2], and Mancilla et al. [12]; Alberto et al. [1] consider the invariance principle for discrete-time dynamical systems with generalized Lyapunov functions of which the first difference are positive in some bounded regions; Results on Lyapunov functions and invariance principles for difference inclusions systems can be found in the research articles by Kellett and Teel [9] and Bullo et al. [4] (see Lemma 4.1), as well as in the book by Bullo et al. [4] (see Theorem 1.21); We refer to the book by Goebel et al. [6] for a systematic treatment of hybrid dynamical systems.
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