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\textbf{A B S T R A C T}

This survey addresses stability analysis for stochastic hybrid systems (SHS), which are dynamical systems that combine continuous change and instantaneous change and that also include random effects. We re-emphasize the common features found in most of the models that have appeared in the literature, which include stochastic switched systems, Markov jump systems, impulsive stochastic systems, switching diffusions, stochastic impulsive systems driven by renewal processes, diffusions driven by Lévy processes, piecewise-deterministic Markov processes, general stochastic hybrid systems, and stochastic hybrid inclusions. Then we review many of the stability concepts that have been studied, including Lyapunov stability, Lagrange stability, asymptotic stability, and recurrence. Next, we detail Lyapunov-based sufficient conditions for these properties, and additional relaxations of Lyapunov conditions. Many other aspects of stability theory for SHS, like converse Lyapunov theorems and robustness theory, are not fully developed; hence, we also formulate some open problems to serve as a partial roadmap for the development of the underdeveloped pieces.

1. Overview

Stochastic hybrid systems (SHS) are dynamical systems that combine continuous change and instantaneous change and that include random effects. Some of the earliest references that study systems with these features include Bellman (1954), Bergen (1960), Bertram and Sarachik (1959), Rosenbloom (1955), Samuels (1959) and Sworder (1969). Several important subclasses of SHS have been studied extensively in the literature for the last several decades. These subclasses include stochastic switched systems (Chatterjee & Liberzon, 2004, 2006b; Dimarogonas & Kyriakopoulos, 2004; Feng, Tian, & Zhao, 2011; Feng & Zhang, 2006; Filipovic, 2009), impulsive stochastic systems (Wu, Han, & Meng, 2004), Markov jump systems (Chatterjee & Liberzon, 2006a, 2007; Mariton, 1990; Zhu, Yin, & Song, 2009), hybrid switching diffusions (Deng, Luo, & Mao, 2012; Ghosh, Arapostathis, & Marcus, 1991, 1993; Hanson, 2007; Hespanha, 2005; Khasminskii, Zhu, & Yin, 2007; Mao, 1999; Mao, Yin, & Yuan, 2007; Mao & Yuan, 2006; Pang, Deng, & Mao, 2008; Yin & Zhu, 2010; Yuan & Lygeros, 2005a,b; Yuan & Mao, 2003), impulsive switching diffusions (Yang, Li, & Chen, 2009), stochastic impulsive systems driven by renewal processes (Antunes, Hespanha, & Silvestre, 2010, 2012, 2013a,b; Hespanha & Teel, 2006), diffusions driven by Lévy processes (Applebaum, 2009; Applebaum & Siakalli, 2009; Bass, 2004; Fujimura & Kunita, 1985), impulsive stochastic systems with Markovian switching (Hu, Shi, & Huang, 2006; Wu & Sun, 2006), piecewise-deterministic Markov processes (Costa, 1990; Costa & Dufour, 2008; Davis, 1984, 1993; Dufour & Costa, 1999; Hordijk & van der Duyn Schouten, 1984; Jacobsen, 2006; Yushkevich, 1983, 1986), stochastic hybrid automata (Bujorianu, 2004; Hu, Lygeros, & Sastry, 2000), general stochastic hybrid systems (Bujorianu, 2012; Bujorianu & Lygeros, 2006; Liu & Mu, 2006, 2008, 2009; Wu, Cui, Shi, & Karimi, 2013), and stochastic hybrid inclusions (Teel, 2013). In the most general models, instantaneous change is triggered both randomly in time and also possibly by the state reaching a certain region of the state space; moreover, the continuous evolution may have a diffusive component and the state values after instantaneous change may be determined via a probability distribution.

Some major applications for which SHS models have been used in the literature (see also Cassandras & Lygeros, 2010) include financial systems (Applebaum, 2009, §5.6, David et al.,...

As these application areas suggest, a solid grasp of stability theory for SHS is useful for analysis or design of a wide range of systems. Of special interest to the control community are feedback systems that employ logic variables and randomness, and that perform well in the presence of discrete components, mechanical impacts, and random phenomena. This fact motivates this paper, which is a survey of stability analysis for SHS. In Sections 2–3, we review the main subclasses of SHS that have appeared in the literature while re-emphasizing, like in Pola et al. (2003), the common features found in most of these models. Section 4 addresses a variety of stability properties that have been considered in the SHS literature and Sections 5–7 summarize the basic known results about these properties. Typically, these results are sufficient conditions for stability that are expressed in terms of Lyapunov function candidates and bounds on the system’s “infinitsesimal generator” applied to these functions. Such results are summarized in Section 5 and connected to the SHS literature in Section 6. Relaxations of Lyapunov conditions are considered in Section 7.

SHS constitute an important generalization of non-stochastic hybrid dynamical systems, for which significant breakthroughs in stability theory have been carved out over the last decade (Branicky, 1998; DeCarlo, Branicky, Pettersson, & Lennartson, 2000; Liberzon, 2003; Michel, Hou, & Liu, 2008), including converse Lyapunov theorems, which establish the existence of smooth Lyapunov functions for asymptotic stable compact sets, and a variety of robustness properties (Goebel, Sanfelice, & Teel, 2012). In contrast, these types of results for SHS are not yet fully developed. Hence, in addition to surveying existing stability results, we pose several open problems in an attempt to provide a partial roadmap for the development of additional pieces that are needed to complete the stability theory puzzle for SHS. This is the nature of Section 8.

To keep the survey focused, we do not delve into SHS with delays, stochastic functional differential equations, or singular SHS, though we note that special types of such systems have been studied in the literature and some sufficient conditions for stability exist (Benjelloun & Boukas, 1998; Boukas, 2006a; Cao, Lam, & Hu, 2003; Huang & Mao, 2011; Ma & Boukas, 2009; Mao, 2002; Mao, Matasov, & Piunovskiy, 2000; Mao & Shaikhet, 2000; Peng & Zhang, 2010; Wang, Qiao, & Burnham, 2002; Xia, Boukas, Shi, & Zhang, 2009; Yang, Xu, & Xiang, 2006; Yuan & Mao, 2004; Yue, Fang, & Won, 2003; Yue & Han, 2005; Yue & Won, 2001). We also do not spend time on linear (jump Markov) systems and associated linear matrix inequalities for stability, though such results are extensive in the literature (Aberkane, 2011; Basak, Bisi, & Ghosh, 1996; Bolzern, Colaneri, & De Nicolao, 2010; Boukas, 2006b; Boukas & Shi, 1998; de Souza, 2006; Dragan & Morozan, 2002; El Ghaoui & Ait Rami, 1996; Fang & Loparo, 2002; Feng, Loparo, Ji, & Chizeck, 1992; Fragoso & Baczyszynski, 2002a,b; Fragoso & Costa, 2005; Gerencser & Prokaj, 2010; Karan, Shi, & Kaya, 2006; Loparo & Fang, 2004; Mariton, 1988, 1990; Wu, Ho, & Li, 2010; Xiong, Lan, Gao, & Ho, 2005; Zhang & Boukas, 2009). Space constraints also limit our discussion of the SHS literature’s exploration of almost sure exponential stability (Deng et al., 2012; Mao, 1999; Mao et al., 2007; Pang et al., 2008; Xiang, Wang, & Chen, 2011; Yuan & Lygeros, 2005a), asymptotic stability in distribution (Yuan & Mao, 2003), and input-to-state stability (Wu et al., 2013; Zhao, Feng, & Kang, 2012).

2. A unified framework

2.1. Solution candidates

Stochastic hybrid systems produce solutions defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) where \(\Omega\) is the sample space, \(\mathcal{F}\) is the event space, and \(\mathbb{P}\) is the probability function defined on the event space. The symbol \(\mathbb{E}\) is used for the associated expected values. We use \(x \in \mathbb{R}^n\) to denote the state of a SHS. It may contain continuous-valued variables and discrete-valued variables, including logic variables, counters, and timers. For most of the SHS that we consider, solutions are measurable mappings \(x : \Omega \to \mathbb{D}(0, \infty), \mathbb{R}^n\), where \(\mathbb{D}(0, \infty), \mathbb{R}^n\) denotes the space of càdlàg functions from \((0, \infty)\) to \(\mathbb{R}^n\). A function \(\phi : [0, \infty) \to \mathbb{R}^n\) is càdlàg if it is right continuous with left limits, that is, \(\lim_{s \uparrow t} \phi(s) = \phi(t)\) for all \(t \in [0, \infty)\) and \(\phi(t-) = \lim_{t \uparrow s} \phi(s)\) exists for all \(t \in (0, \infty)\). See Fig. 1. A solution evaluated at random time \(T \geq 0\) is denoted \(x(T)\). Both \(x\) and \(x(T)\) are functions of \(\omega \in \Omega\), though we rarely make the \(\omega\) dependence explicit; the values of \(x\) belong to \(\mathbb{D}(0, \infty), \mathbb{R}^n\) while the values of \(x(T)\) belonging to \(\mathbb{R}^n\). For a Borel set \(C \subseteq \mathbb{R}^n\), we use \(\mathbb{B}(C)\) to denote the Borel \(\sigma\)-algebra on \(C\); \(\mathbb{B}(C) = \bigcup_{A \in \mathbb{B}(\mathbb{R}^n)} A \cap C\).

2.2. A common structure found in most models

Hybrid systems involve the combination of continuous change, called flows, and instantaneous change, called jumps. SHS allow the flows and the jumps to have random characteristics and also allow the timing of jumps to be random. SHS that have appeared in the literature include the following classes:

1. Switched and impulsive stochastic differential equations,
2. Systems with spontaneous jumps including:
   (a) Markov jump systems,
   (b) hybrid switching diffusions,
### Table 1

Summary of salient features of the models discussed in Section 3.

<table>
<thead>
<tr>
<th>Subclass of SHS</th>
<th>Flows</th>
<th>Spontaneous jumps</th>
<th>Forced jumps</th>
<th>Generators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flow set (C)</td>
<td>Flow map (f, h)</td>
<td>Rate (λ₁)</td>
<td>Transitions (Rₜ)</td>
</tr>
<tr>
<td>Markov jump systems</td>
<td>( \mathbb{R}^n \times \mathbb{Q} )</td>
<td>ODE</td>
<td>(10)</td>
<td>Stochastic, partial state</td>
</tr>
<tr>
<td>Switching diffusion systems</td>
<td>( \mathbb{R}^n \times \mathbb{Q} )</td>
<td>SDE</td>
<td>(10)</td>
<td>Stochastic, partial state</td>
</tr>
<tr>
<td>Impulsive systems driven by renewal processes or Lévy diffusions</td>
<td>( \mathbb{R}^n ) logic variables embedded</td>
<td>SDE</td>
<td>Generic</td>
<td>Stochastic, full state</td>
</tr>
<tr>
<td>Stochastic switched and impulsive systems</td>
<td>( \mathbb{R}^n \times \mathbb{Q} \times \mathbb{T} )</td>
<td>SDE</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Impulsive SDEs with Markovian switching</td>
<td>( \mathbb{R}^n \times \mathbb{Q} \times \mathbb{T} )</td>
<td>SDE</td>
<td>(10)</td>
<td>Stochastic, partial state</td>
</tr>
<tr>
<td>Piecewise-deterministic Markov processes</td>
<td>( \cup_{k=0} \mathbb{Q} \times {q} )</td>
<td>ODE</td>
<td>Generic</td>
<td>Stochastic, full state</td>
</tr>
<tr>
<td>General stochastic hybrid systems</td>
<td>( \cup_{k=0} \mathbb{Q} )</td>
<td>SDE</td>
<td>Generic</td>
<td>Stochastic, full state</td>
</tr>
<tr>
<td>Stochastic hybrid inclusions</td>
<td>Closed</td>
<td>ODE</td>
<td>Generic but implicit</td>
<td>Stochastic, set-valued, full state</td>
</tr>
</tbody>
</table>

(c) stochastic impulsive systems driven by renewal processes,
(d) stochastic differential equations driven by Lévy processes,
(e) impulsive stochastic differential equations with Markovian switching,

(3) piecewise-deterministic Markov processes,
(4) general stochastic hybrid systems,
(5) stochastic hybrid inclusions.

The following salient features are elaborated upon in Section 3 and summarized in the associated Table 1. Classes 1, 2b–2e, and 4 involve stochastic differential equations while classes 2a and 3 involve ordinary differential equations and class 5 allows differential inclusions. Classes 2, 3–4 and, indirectly, 5 allow for spontaneous jumps. Classes 1, 2e, 3–5 allow for state jumps that are forced, either by pre-determined jump times, as in classes 1, 2e, or, more generally, by the value of the state, as in classes 3–4; classes 2a–2d permit jumps only randomly in time. Classes 2a–2b usually involve jumps only of a discrete-valued state.

When looking for commonality in the models used for classes 1–4, the following ingredients emerge:

1. a state \( x ∈ \mathbb{R}^n \) possibly containing both continuous-valued variables and discrete-valued variables, including timers (for example, time itself), logic variables, and counters;
2. (a) a jump set \( D ⊂ \mathbb{R}^n \);
   (b) a Borel measurable flow set \( C ⊂ \mathbb{R}^n \setminus D \);
   (c) a locally Lipschitz drift term \( f : \mathbb{R}^n → \mathbb{R}^n \);
   (d) a locally Lipschitz diffusion term \( h : \mathbb{R}^n → \mathbb{R}^{n×m} \)
   such that, with \( w \) representing an \( m \)-dimensional Wiener process and \( ζ ∈ \mathbb{C} \), there is a unique maximal solution to the constrained initial value problem
   \[
   x(0) = ζ, \quad dx = f(x)dt + h(x)dw, \quad x(t) \in ζ, \quad (1)
   \]
   and almost every maximal sample path \( x(·) \in ζ \) has a time domain, denoted \( \text{dom}(x(·)) \), with positive length \( t^*_{x(·)} \); moreover, when this length is finite, \( \lim_{t→t^*_{x(·)}} x(·) = D \);
3. a jump-rate function \( λ : C × \mathbb{B}(C) → [0, 1] \) and \( R_0 : D × \mathbb{B}(C) → [0, 1] \); for each \( x ∈ C, R_0(x, ·) \) is a probability measure that describes the values in \( C \) to which the state jumps at spontaneous transitions that occur when the state is at \( x \), while for each \( x ∈ D, R_0(x, ·) \) is a probability measure that describes the values in \( C \) to which the state jumps at forced transitions that occur when the state approaches \( x \). We define \( R : (C ∪ D) × \mathbb{B}(C) → [0, 1] \) by \( R(x, ·) := R_0(x, ·) \) for \( x ∈ C \) and \( R(x, ·) := R_0(x, ·) \) for \( x ∈ D \).
4. Solution generation algorithm

Given an initial condition \( ζ_0 ∈ ζ \),

(0) set \( i = 0 \) and \( S_0 = 0 \);
(1) a random variable \( S_{i+1} \) taking values in \([0, ∞)\) is generated with distribution such that the probability of being greater than \( t \) is zero when \( t ≥ t^*_{x(·)} \) and the probability of being greater than \( t \) equals \( \exp \left( -\int_{t}^{0} λ(φ_{i,ω}(s))ds \right) \) otherwise;
(2) if \( S_{i+1} = ∞ \), then \( x(t + \sum_{j=0}^{i} S_j) = φ_{i,ω}(t) \) \( ∀t ≥ 0 \);
(3) if \( S_{i+1} < ∞ \), then \( x(t + \sum_{j=0}^{i} S_j) = φ_{i,ω}(t) \) for \( t < S_{i+1} \) and \( x(t + \sum_{j=0}^{i} S_j) = ζ_{i+1} \), where \( ζ_{i+1} \) is a \( C \)-valued random variable having distribution \( R(\lim_{t→S_{i+1}} x(·)) \).
(4) let \( i = i + 1 \) and return to step 1.
Note that this algorithm is not defined for initial conditions in $D$; moreover, while a sample path may approach the set $D$ in finite time, it never actually takes a value in $D$.

We assume that the data of $X$ is such that the above algorithm is well-posed and yields solutions with the properties found in the following assumption.

**Assumption 2.1.** The data $(C, (f, h), (A, R_c), D, R_0)$ is such that, for each initial condition $\zeta \in C$, the solution generation algorithm produces sample paths belonging to $D(0, \infty, \mathbb{R}^n)$ almost surely and admitting a measurable extension $x: \Omega \to D(0, \infty, \mathbb{R}^n)$. Moreover, there is a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ of $\mathcal{F}$, independent of $\zeta$, with respect to which:

1. $x$ has the strong Markov property (for more details, see Fristedt & Gray, 1997, Section 31.2 or Davis, 1993, Section 14.1);
2. the hitting time $S_{\zeta}^0 := \inf\{t \geq 0 : x(t) \in \emptyset\}$, for each open set $\emptyset \subset \mathbb{R}^n$, is a stopping time, i.e., $\{\zeta \in \Omega : S_{\zeta}(\omega) \leq t\} \in \mathcal{F}_t$ for all $t \geq 0$;
3. for each closed set $S \subset \mathbb{R}^n$ and $V \in \mathcal{D}_{\Omega,H,S}$,

\[ \Delta V(x) \leq 0 \quad \forall x \in D \cap S \implies \mathbb{E}[V(x(t) \wedge S_{\zeta})] \leq V(x) + \mathbb{E}\left[ \int_0^{t \wedge S_{\zeta}} L(V(x(s))) \, ds \right] \quad \forall t \geq 0 \]

where $S_t := D \setminus S$ and $a \wedge b := \min\{a, b\}$. $\blacksquare$

The condition (3) is crucial for many of the results discussed later in this survey. In the case where $D$ is the empty set and the inequality involving expected values is replaced by an equality, it corresponds to Dynkin’s formula; see Fristedt and Gray (1997, Problem 19, p. 631). When $D$ is nonempty, the first condition in (3) guarantees that the expected value of $V$ does not increase at jumps from points in $D \cap S$, and condition (3) asks that this property guarantees a Dynkin inequality up to the hitting time of the complement of $S$.

**Assumption 2.1** can be verified a priori for the SHS classes 1–4 listed above or, otherwise, is used implicitly in stability studies for these classes. For example, for hybrid switching diffusions under certain continuity and growth conditions found in Yin and Zhu (2010, Theorem 2.1 and Theorem 2.18), the càdlàg property is established in Yin and Zhu (2010, Proposition 2.4), the strong Markov property is established in Yin and Zhu (2010, Corollary 2.19), and the applicability of the inequality (3) is established in Yin and Zhu (2010, §2.2) (the set $D$ is empty for this class of systems) under appropriate boundedness assumptions. For piecewise-deterministic Markov processes under the conditions found in Davis (1993, Assumption 24.8), the càdlàg property is established in Davis (1993, Theorem 27.8), the strong Markov property is established in Davis (1993, Theorem 25.5), and the applicability of the inequality (3) is established implicitly, at least for the case where $\Delta V(x) = 0$ for all $x \in D$, through Davis (1993, Theorem 26.14). For general stochastic hybrid systems under the conditions in Bujorianu and Lygeros (2006, Assumptions 1–3), the càdlàg property is established in Bujorianu and Lygeros (2006, Corollary 1), the strong Markov property is established in Bujorianu and Lygeros (2006, Proposition 5) and the applicability of the inequality (3) is established implicitly, at least for the case where $\Delta V(x) = 0$ for all $x \in D$, through Bujorianu and Lygeros (2006, Theorem 2). See also Bujorianu (2012, Chapter 4). Beyond the càdlàg property and the measurability, the typical steps involve imposing conditions to guarantee that the expected number of jumps in every bounded interval is finite, identifying an appropriate filtration $\{\mathcal{F}_t\}_{t \geq 0}$, usually one that is a right-continuous filtration Fristedt and Gray (1997, p. 384), establishing the strong Markov property with respect to this filtration, establishing that $\mathcal{L}$ corresponds to the infinitesimal generator for the dynamics in between forced jumps up to the stopping time $S_{\zeta}$, and invoking Dynkin’s formula iteratively.

### 3. Special classes of SHS

#### 3.1. Stochastic switched and impulsive systems

Perhaps the simplest class of systems that we consider in this survey are stochastic switched systems. In these systems, the continuous-time, stochastic evolution rule for the system's state switches among a countable family of possibly time-varying stochastic differential equations $dz = b_\zeta(z, t)dt + \sigma_\zeta(z, t)dw$, but the switching rules for $\zeta$ are not stochastic. These systems are studied in Chatterjee and Liberzon (2004), Chatterjee and Liberzon (2006b), Dimarogonas and Kyriakopoulos (2004), Feng and Zhang (2006), Feng et al. (2011), and Filippovic (2009).

Let $s \in D(0, \infty, Q)$ denote the switching signal, where $Q$ denotes the countable set in which it takes its values, and let $T \subset R_{\geq 0} \cup \{\infty\}$ denote this signal’s set of switching times, which either has an infinite number of finite elements or a finite number of elements with the last one being $\infty$. It is possible to consider these systems simply as time-varying stochastic differential equations by replacing $\zeta$ by the explicit time-switching function. However, to make connections to other related systems and to facilitate a simple extension to stochastic impulsive systems, we formulate them here in the common framework of the preceding subsection inspired by, but deviating somewhat from, the ideas in Goebel et al. (2012, §1.4.3). In particular, we take $x = (z^T, q, r, k)^T \in \mathbb{R}^{n+3}$ where $z$ is the continuous-valued state of the switched system, $q$ is the switching variable, $r$ corresponds to time, and $k$ takes values in the nonnegative integers. Using $t_0 := 0$ and $\{t_i\}_{i=1}^N$ the ordered times of $T$, define

\[ T_c := \{(r, k) \in R_{\geq 0} \times Z_{\geq 0} : r \in [t_i, t_{i+1})\} \]

\[ T_d := \{(r, k) \in R_{\geq 0} \times Z_{\geq 0} : r = t_{N+1}\} \]

See Fig. 2. The flow set $C := C \subset \mathbb{R}^{n+3}$ and jump set $D \subset \mathbb{R}^{n+3}$ are defined as

\[ C := \mathbb{R}^n \times Q \times T_c, \quad D := \mathbb{R}^n \times Q \times T_d \]

and the drift term $f$ and diffusion term $h$ are given as

\[ f(x) := \begin{bmatrix} b_\zeta(z, r) \\ 0 \\ 0 \end{bmatrix}, \quad h(x) := \begin{bmatrix} \sigma_\zeta(z, r) \\ 0 \\ 0 \end{bmatrix} \]

The jump-rate function $\lambda$ satisfies $\lambda(x) = 0$ for all $x \in C$ since spontaneous transitions are not allowed. The transition function $R$ is such that $R_0 \equiv 0$ and, for $x = (z^T, q, r, k)^T \in D$,

\[ R_0(x, \{(z^T, s(t), r, k+1)^T\}) = 1 \]

Due to this definition, there is no randomness in the values to which the switching signal jumps.

Stochastic impulsive systems comprise a simple extension of stochastic switched systems described above. In these systems, at
the times when \( q \) switches its value, the state \( z \) may also experience an instantaneous change, or impulse. Thus, in place of (5), we have for \( x = (z^T, q, r, k)^T \in D \), that
\[
R_0(x, (g_q(z, r, k))^T, s(r, k + 1)^T) = 1
\] (6)
where \( g_q(z, r, k) \) is the value of \( z \) after a jump from \( x = (z^T, q, r, k)^T \). Again, there is no randomness in the values to which the state jumps. Stochastic impulsive systems are studied in Wu et al. (2004).

By abuse of notation, we denote the functions \( V \in D_{(z,r)} \) as \( (z, q, r, k) \mapsto V_q(z, q) \). Because \( \lambda(x) = 0 \) for all \( x \in C \), it follows for these systems that
\[
\mathcal{L} V_q(z, q) = -\langle V_q(z, q), \mathbf{b}_q(z, q) \rangle + \frac{1}{2} \tr (\sigma_q(z, q) \sigma_q(z, q)^T \nabla^2 V_q(z, q)) \quad \forall x \in C \cap S.
\] (7)
Also, because of the form of \( R \) and the form of \( D \),
\[
\Delta V_q(z, q) = V_{(x_1, x_2, k)}(g_q(z, q, r, k)) - V_{q}(z, q) \quad \forall x \in D \cap S.
\] (8)

3.2. Systems with spontaneous jumps

3.2.1. Markov jump systems and switching diffusions

An alternative to stochastic and impulsive systems is when there is randomness in the timing and value of the switching parameter \( q \) and, in the case of impulsive systems, randomness in the values of the state jumps. This is the situation in the literature on Markov jump linear systems (Mariton, 1990) and nonlinear Markov jump systems (Chatterjee & Liberzon, 2006a, 2007; Zhu et al., 2009), where the flows in between jumps are deterministic, and hybrid switching diffusions (Ghosh et al., 2004, 2007; Hanson, 2007; Mao, 1999; Mao & Yuan, 2006; Yin & Zhu, 2010) and impulsive switching diffusions (Yang et al., 2009), where the flows are stochastic via the stochastic differential equation \( dz = b_q(z) dt + \sigma_q(z) dw \). The state \( z \) may include ordinary time as a component; in contrast to Section 3.1, we do not make time an explicit state variable here since the jumps in these systems are not typically triggered by the value of the time variable. For Markov-jump systems and switching diffusions, usually there are no state impulses and the switching is generated by a continuous-time Markov chain, where the times spent in each mode are independent and identically distributed (i.i.d.) with an exponential distribution; more specifically, for all \( i \neq j \) and \( e > 0 \), \( \mathbb{P}(q(t + e) = j | q(t) = i) = \nu_{ij} e + o(e) \) where \( \lim_{e \to 0} o(e)/e = 0 \) and \( \nu_{ij} \geq 0 \) for all \( i \neq j \). More generally, the transition probabilities \( \nu_{ij} \) may depend on the state \( z \) so that, for all \( i \neq j \) and \( e > 0 \),
\[
\mathbb{P}(q(t + e) = j | q(t) = i, (z(s), q(s)), s \leq t) = \nu_{ij} (z(t)) e + o(e).
\] (9)

This feature permits approximating systems that have forced transitions at certain locations in the state space, as discussed in more detail in Hansson (2008, Section 2.2).

In terms of the framework of Section 2.2 and using the functions \( \nu_{ij} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) in (9), switching diffusions have state \( x = (z^T, \nu, q)^T \in \mathbb{R}^{n+1} \), a drift term and diffusion term given as
\[
f(x) := \begin{bmatrix} b_q(z) \\ 0 \end{bmatrix}, \quad h(x) := \begin{bmatrix} \sigma_q(z) \\ 0 \end{bmatrix},
\]
a flow set \( C : \mathbb{R}^n \times \mathbb{R} \), a jump-rate function
\[
\lambda_q(z) := \sum_{j \in Q, j \neq q} \nu_{ij}(z) \quad \forall (z, q) \in \mathbb{R}^n \times Q
\] (10)
and a transition function \( R \) satisfying
\[
R_C((z^T, \nu^T, (\nu^T, j)^T)) = \nu_{ij}(z)/\lambda_q(z)
\]
\[
V(z, i, j) \in \mathbb{R}^n \times \{(i, j) \in \mathbb{R} \times \mathbb{R} : i \neq j\}.
\] (11)
The jump set \( D \) is empty. Thus, the only relevant operator is \( L \). By abuse of notation, we write \( V \in D_{(z,r)} \) as \( (z, q) \mapsto V_q(z, q) \), in which case
\[
\mathcal{L} V_q(z) = \langle \nabla V_q(z), b_q(z) \rangle + \frac{1}{2} \tr (\sigma_q(z) \sigma_q(z)^T \nabla^2 V_q(z))
\]
\[
+ \sum_{j\in Q, j\neq q} \nu_{ij}(z) (V_j(z) - V_q(z)) \quad \forall (z, q) \in \mathbb{R}^n \times Q.
\] (12)

3.2.2. Impulsive systems driven by renewal processes

In stochastic impulsive systems driven by renewal processes (Antunes et al., 2010, 2012, 2013a,b; Hespanha & Teel, 2006), the mode variable can be thought of as part of the state \( x \), the values of the entire state after a jump may be affected by a random variable, and the amounts of flow time between jumps are i.i.d. but not necessarily exponentially distributed. These systems are usually written (see Hespanha & Teel, 2006, (6)) as
\[
dx = f(x) dt + h(x) dw + \int_{\mathbb{R}} g(x, v) - x n(dv, dt)
\]
where \( n \) is an integer-valued random measure with associated family of measures \( \mu(x, \cdot) \), \( x \in C \), defined on the measure space \( (\mathcal{F}, \mathcal{B}(\mathcal{F})) \), that characterize the intensity of the integer-valued jump process, and \( g : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \) describes the value of the state after a jump. Often it is possible to transform the functions \( \mu \) and \( g \) into the jump-rate function \( \lambda \) and transition function \( R \) of Section 2.2 and construct solutions via the algorithm of Section 2.2. See, for example, Antunes et al. (2010, Execution 4 and Proposition 5). In its direct form, for \( V \in D_{(z,r)} \), where \( \mathcal{H} \) here refers to the data of the stochastic impulsive system driven by a renewal processes, \( \int_{\mathbb{R}} V(g(x, v) - V(x)) \mu(x, dv) \) plays the role of \( \lambda(x) (\int_C V(y) R_C(x, dy) - V(x)) \) in (2a), resulting in the infinitesimal generator expression
\[
\mathcal{L} V(x) = \langle \nabla V(x), f(x) \rangle + \frac{1}{2} \tr (h(x) h(x)^T V(x))
\]
\[
+ \int_{\mathbb{R}} (V(g(x, v)) - V(x)) \mu(x, dv) \quad \forall x \in C \cap S.
\] (13)
For more details, see Hespanha & Teel (2006).

3.2.3. Diffusions driven by Lévy processes

Another example of a stochastic hybrid system is a stochastic differential equation driven by a Lévy process, the latter which generalizes a Wiener process by allowing Çàdlàg sample paths while maintaining independent, stationary increments. Such systems are studied in Applebaum (2009) for example. They can be viewed in the same vein as the impulsive systems driven by renewal processes of the previous section. Indeed, with the help of the Lévy–Itô Decomposition Theorem (Applebaum, 2009, Theorem 2.4.16), these equations are often written as
\[
dx = f(x) dt + h(x) dw + \int_{|y|<c} k(x, y) N(dy, dt)
\]
\[
+ \int_{|y|>c} k(x, y) N(dy, dt)
\]
where \( w \) is a Wiener process, \( N \) is a Poisson random measure with intensity measure \( \nu, N \) is the compensated Poisson random measure \( \nu(dy, dt) = N(dy, dt) - \nu(dy, dt) \), and \( c \geq 0 \); see Applebaum (2009, (6.12)) for example. In this case, the term \( \int_{|y|<c} k(x, y) v(dy, dt) \) is part of the term due
to the compensated Poisson random process, can be incorporated into the drift term. The remaining Poisson random measure is then dealt with as in the previous subsection, resulting in the infinitesimal generator expression

\[
\mathcal{L} V(x) = \left\langle \nabla V(x), f(x) - f_i(x) \right\rangle + \frac{1}{2} \text{tr} \left( h(x) h(x)^T \nabla^2 V(x) \right) + \int (V(x + k(x, y)) - V(x)) \nu(dy) \quad \forall x \in \Omega \cap S. \tag{14}
\]

Compare with (13) and also see Applebaum (2009, (6.36)) or Applebaum and Siakalli (2009, (2.4)).

### 3.2.4. Impulsive SDEs with Markovian switching

Impulsive stochastic differential equations with Markovian switching combine the spontaneous jumps of hybrid switching diffusions with the jumps forced in time that appear in impulsive stochastic differential equations. Such systems are studied by Hu et al. (2006) and Wu and Sun (2006) for example. They possess the state \( x = (z^T, q)^T \), like switched and impulsive stochastic systems. The infinitesimal generator for forced jumps remains (8) while the infinitesimal generator for flows with spontaneous jumps combines (7) and (12) to give, for all \( x \in \Omega \cap S \),

\[
\mathcal{L} V_{q,k}(z, \tau) = \left\langle \nabla V_{q,k}(z, \tau), \left[ \frac{h_q(z, \tau)}{1} \right] \right\rangle + \frac{1}{2} \text{tr} \left( \sigma_q(z, \tau) \sigma_q(z, \tau)^T \nabla^2 V_{q,k}(z, \tau) \right) + \sum_{j \in Q \setminus \{q\}} v_q(z, \tau, k)(V_{j,k}(z, \tau) - V_{q,k}(z, \tau)). \tag{15}
\]

### 3.3. Piecewise-deterministic Markov processes

Compared to stochastic hybrid systems driven by renewal processes, piecewise-deterministic Markov processes (Davis, 1984, 1993; Hordijk & van der Duyn Schouten, 1984; Jacobsen, 2006; Yushkevich, 1983, 1986) insist that the flows evolved deterministically, so that the diffusion term satisfies \( h(x) = 0 \) for all \( x \in \Omega \); on the other hand, in addition to jumps that happen at random times, they allow for jumps to occur when the state reaches particular points in the state space. In particular, \( C \) and \( D \) are constructed from an open set \( \Omega \subseteq \mathbb{R}^n \) and the drift term \( f \) as follows (for an illustration see Fig. 3):

\[
(z) \quad D \text{ is the set of points in the boundary of } \Omega, \text{ denoted } \partial \Omega, \text{ that can be approached in finite time by a solution of the constrained differential equation } z \in E^\circ, \dot{z} = f(z)^2; \tag{16a}
\]

\[
(x) \quad x \in D \quad x^+ \in G(x, v) \tag{16b}
\]

where \( v \) is generated by a sequence of i.i.d. random variables with a given distribution \( \mu \).

In (16), both \( F \) and \( G \) are allowed to be set-valued mappings, and there is no requirement that \( C \) and \( D \) are disjoint. In particular, there are several potential sources of non-uniqueness of solutions from a given initial condition. SHS that allow non-unique solutions
4. Stability concepts

4.1. Background material

Most of the SHS considered in the literature admit a unique solution from a given initial condition. However, in characterizing asymptotic stability there is no reason to insist on uniqueness. Hence, given an initial condition \( \xi \in \mathbb{R}^n \) or a set of initial conditions \( K \subseteq \mathbb{R}^n \), we use \( \delta(\xi) \) or \( \delta(K) \) to denote the set of all possible solutions starting from the point \( \xi \) or from points in \( K \). We also use \( \delta := \delta(\mathbb{R}^n) \).

It is common to study asymptotic stability for an equilibrium point, often taken to be the origin without loss of generality. However, sometimes the state of a hybrid system includes logic variables or timers that do not settle to a particular value. For a discussion of this phenomenon for non-stochastic hybrid systems, see Goebel, Sanfelice, and Teel (2009, p. 58). Consequently, we state stability properties for closed sets. For a point \( x \in \mathbb{R}^n \) and a closed set \( A \subseteq \mathbb{R}^n \), \( |x| := \inf_{y \in A} |x - y| \) denotes the distance of \( x \) to the set \( A \). In addition, given \( \varepsilon > 0 \), \( A + \varepsilon B^n := \{ x \in \mathbb{R}^n : |x|_A < \varepsilon \} \) and \( A + \varepsilon B := \{ x \in \mathbb{R}^n : |x| < \varepsilon \} \). The number of distinct stability concepts is much richer for stochastic systems than it is for non-stochastic systems. This fact has been highlighted previously in the literature, especially in Kozin (1969). In what follows, we focus on global exponential stability, global asymptotic stability, and recurrence for stochastic hybrid systems. Global asymptotic stability involves three sub-properties: Lyapunov stability, Lagrange stability, and global attractivity. Each one of these properties has uniform and non-uniform versions. Moreover, there are versions expressed in terms of expected values and versions expressed in terms of probabilities.

4.2. Exponential stability

For a system with solution set \( \delta \), the closed set \( A \subseteq \mathbb{R}^n \) is said to be globally exponentially stable in the \( p \)th mean \((p > 0)\) if there exist \( k > 0 \) and \( \gamma > 0 \) such that \( \mathbb{E}[|x(t)|^k_A] \leq k|\xi|^k \exp(\gamma t) \) for each \( \xi \in \mathbb{R}^n \), \( x \in \delta(\xi) \), and \( t \geq 0 \). This definition appears in the SHS literature in the statement and proof of Liu and Mu (2006, Definition 2.3), Mao (1999, Theorem 3.1), Yin and Zhu (2010, Definition 7.4(v)), and Zhu et al. (2009, Definition 2.1(i)); see also Khasminskii (2012, §5.7). According to Jensen’s inequality (see Fristedt & Gray, 1997, p. 69, Proposition 12), for \( \alpha : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) convex and zero at zero and \( p > 0 \), \( \alpha(\mathbb{E}[|x(t)|^k_A]) \leq \mathbb{E}[\alpha(|x(t)|^p_A)] \) for each \( x \in \delta \) and all \( t \geq 0 \). The special case \( \alpha(s) := s^p \) with \( q > 1 \) leads to the conclusion that global exponential stability in the \( (p) \)th mean with \( q > 1 \) and \( p > 0 \) implies global exponential stability in the \( p \)th mean.

Almost sure global exponential stability can also be considered, though we do not do so here; see Khasminskii (2012, §5.8) for a discussion of this property and Mao (1999, Theorem 3.2) which links global exponential stability in the \( p \)th mean and almost sure global exponential stability for hybrid switching diffusions.

4.3. Lyapunov stability

Loosely speaking, Lyapunov stability of a closed set \( A \) entails the phenomenon that if the initial condition is close to \( A \) then the solution should stay close to \( A \) in some probabilistic sense. We can formulate Lyapunov stability in the \( p \)th mean or Lyapunov stability in probability, with uniform and non-uniform versions of either property.

For a system with solution set \( \delta \), the closed set \( A \subseteq \mathbb{R}^n \) is said to be Lyapunov stable in the \( p \)th mean \((p > 0)\) if \( \lim_{t \to \infty} \sup_{x \in \delta} \mathbb{E}[|x(t)|^k_A] = 0 \) for each sequence \( x_i \in \delta(\xi) \) and each bounded sequence \( \xi \), satisfying \( \lim_{t \to \infty} |\xi|_A = 0 \). It is said to be uniformly Lyapunov stable in the \( p \)th mean if, for each \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that \( \mathbb{E}[|x(t)|^k_A] \leq \varepsilon \) for each \( x \in \delta(A + \varepsilon B^n) \) and all \( t \geq 0 \). It is said to be Lyapunov stable in probability if, for each \( \varepsilon > 0 \), \( \lim_{t \to \infty} \mathbb{P}(\sup_{x \in \delta} |x(t)|_A \leq \varepsilon) = 1 \) for each sequence \( x_i \in \delta(\xi) \) and each bounded sequence \( \xi \), satisfying \( \lim_{t \to \infty} |\xi|_A = 0 \). It is said to be uniformly Lyapunov stable in probability if, for each \( \varepsilon > 0 \), \( \lim_{t \to \infty} \mathbb{P}(\sup_{x \in \delta} |x(t)|_A \leq \varepsilon) \geq 1 - \rho \) for each \( x \in \delta(A + \varepsilon B^n) \).

Lyapunov stability in probability is a local property; that is to say, it is concerned only with the behavior of the solutions while they are near the set \( A \). Moreover, when \( A \) is compact there is no distinction between Lyapunov stability and uniform Lyapunov stability, both in probability and in the \( p \)th mean.

Lemma 4.1. If \( A \subseteq \mathbb{R}^n \) is compact then Lyapunov stability in probability (resp., in the \( p \)th mean) is equivalent to uniform Lyapunov stability in probability (resp., in the \( p \)th mean).

Proof. The “in probability” result is established here; the proof of the “in the \( p \)th mean” result follows the same lines. It is evident that uniform Lyapunov stability in probability implies Lyapunov stability in probability, even when \( A \) is not compact. Suppose \( A \) is compact but not uniformly Lyapunov stable in probability. In particular, there exist \( \varepsilon > 0 \) and \( \rho > 0 \) such that, for each positive integer \( i \), there exists \( x_i \in \delta(\mathbb{R}^n + i^{-1}B^n) \) such that \( \mathbb{P}(\sup_{x \in \delta} |x(t)|_A \leq \varepsilon) < 1 - \rho \). Since the sequence of sets \( A + i^{-1}B^n \) is bounded it follows that \( A \) is not Lyapunov stable in probability, which establishes the result.

The definition of Lyapunov stability in probability, for particular compact sets, appears in the SHS literature in Dimarogonas and Kyriakopoulos (2004, Definition 1), Liu and Mu (2008, §3), Liu and Mu (2009, §3), Yin and Zhu (2010, Definitions 7.4(i) and 9.2(i)), and Zhu et al. (2009, Definition 2.1(i)); see also Khasminskii (2012, §5.3). The definition of Lyapunov stability in probability for closed sets appears in its non-uniform version in Luo (2006, Definition 3.3) and in its uniform version in Teel (2013, §2.3).

4.4. Lagrange stability

Lagrange stability focuses not on the behavior near the attractor \( A \) but rather the behavior far from \( A \). For a system with solution set \( \delta \), the closed set \( A \subseteq \mathbb{R}^n \) is said to be Lagrange stable in the \( p \)th mean \((p > 0)\), if \( \sup_{x \in \delta} \mathbb{E}[|x(t)|^p_A] < \infty \) for each \( x \in \delta \). It
is said to be uniformly Lagrange stable in the pth mean if, for each \( \delta > 0 \), there exists \( \varepsilon > 0 \) such that \( \mathbb{E} \left[ |x(t)|^p \right] \leq \varepsilon \) for each \( x \in \delta(A + \delta B) \) and all \( t \geq 0 \). It is said to be Lagrange stable in probability if \( \lim_{t \to \infty} \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq \varepsilon) = 1 \) for each \( x \in \delta \). It is said to be uniformly Lagrange stable in probability if, for each \( \delta > 0 \) and \( \rho > 0 \), there exists \( \varepsilon > 0 \) such that \( \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq \varepsilon) \geq 1 - \rho \) for each \( x \in \delta(A + \delta B) \). Lagrange stability and uniform Lagrange stability are not equivalent, even for a compact set \( A \). See Example 4.3 below for an illustration. The concept of non-uniform Lagrange stability in probability of the origin appears in the SHS literature in Liu and Mu (2008, Corollary 1) and Liu and Mu (2009, Corollary 3.1), where it is referred to as a boundedness property, while the definition of uniform Lagrange stability in probability of a general closed set appears in Teel (2013, §2.3).

Another version of Lagrange stability that is useful as an intermediate step in the analysis of recurrence properties discussed later is conditional Lagrange stability of a closed set \( A \) relative to an open set \( \Theta \). The closed set \( A \subseteq \mathbb{R}^n \) is said to be conditionally Lagrange stable in probability relative to \( \Theta \subseteq \mathbb{R}^n \) if \( \lim_{t \to \infty} \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq \varepsilon) = 1 \), where \( S_0 := \inf\{t \geq 0 : |x(t)| \in \Theta\} \), for each \( x \in \delta \). It is said to be uniformly conditionally Lagrange stable in probability relative to the open set \( \Theta \) if, for each \( \delta > 0 \) and \( \rho > 0 \), there exists \( \varepsilon > 0 \) such that \( \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq \varepsilon) \geq 1 - \rho \) for each \( x \in \delta(A + \delta B) \).

4.5. Attractivity

Loosely speaking, global attractivity of a closed set \( A \) is the property that the solutions converges to \( A \) in an appropriate probabilistic sense. For a system with solution set \( \delta \), the closed set \( A \subseteq \mathbb{R}^n \) is said to be globally attractive in the pth mean if, for each \( r > 0 \) and \( \varepsilon > 0 \), there exists \( T > 0 \) such that \( \mathbb{E} \left[ |x(t)|^p \right] \leq \varepsilon \) for each \( x \in \delta \) and \( t \geq T \). It is said to be globally attractive in probability if \( \lim_{t \to \infty} \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq r) = 1 \) for each \( x \in \delta(A + rB) \) and \( r \geq T \). It is said to be globally attractive in probability if \( \lim_{t \to \infty} \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq r) = 1 \). It is said to be uniformly globally attractive in probability if, for each \( r > 0 \), \( \varepsilon > 0 \), and \( \rho > 0 \), there exists \( T > 0 \) such that \( \mathbb{P}(\sup_{t \geq T} |x(t)| \leq r) = 1 \) and \( \mathbb{P}(\sup_{t \geq 0} |x(t)| \leq \varepsilon) \geq 1 - \rho \) for each \( x \in \delta(A + rB) \). For example, Teel (2013, §2.3) for the stochastic hybrid inclusions (16); when checking uniform attractivity in that definition, time is the sum of the amount of ordinary flow time and the number of jumps that have occurred, which is a useful concept when describing asymptotic stability for systems with Zeno and related solutions.

4.6. Asymptotic stability

4.6.1. Uniform and non-uniform definitions

For a system with solution set \( \delta \), the closed set \( A \subseteq \mathbb{R}^n \) is said to be globally asymptotically stable in the pth mean if it is Lyapunov stable in the pth mean, Lagrange stability in the pth mean, and globally attractive in the pth mean. A similar property appears in the SHS literature in Chatterjee and Liberzon (2006b, Definition 3.1 with Remarks 3.4 and 3.5), where more general asymptotic stability concepts are also considered. It also appears in Chatterjee and Liberzon (2007, Remark 9) but without the uniform Lagrange stability component.

The closed set \( A \subseteq \mathbb{R}^n \) is said to be globally asymptotically stable in probability if it is Lyapunov stable in probability and globally attractive in probability. Lagrange stability in probability is not included in this definition because (non-uniform) global attractivity in probability, together with Ca\’dl\’ag sample paths, implies (non-uniform) Lagrange stability in probability. This definition, or its local version where global attractivity is replaced by local attractivity, is arguably the most commonly used definition of asymptotic stability in the SHS literature. For example, the local version appears in Luo (2006, Definition 3.4), Yin and Zhu (2010, Definitions 7.4(ii) and 9.2(ii)), and Zhu et al. (2009, Definition 2.1(ii)); see also Khasminskii (2012, §5.4). The global version appears in Liu and Mu (2008, §4), Liu and Mu (2009, §4), and Yin and Zhu (2010, Definition 9.2(iii)). A global version that includes uniform Lagrange stability appears in Wu et al. (2013, Definition 5).

The closed set \( A \subseteq \mathbb{R}^n \) is said to be uniformly, globally asymptotically stable in probability if it is uniformly Lyapunov stable in probability, uniformly Lagrange stability in probability, and uniformly, globally attractive in probability. This property appears in the SHS literature in Chatterjee and Liberzon (2006b, Definition 3.2 with Remarks 3.4 and 3.5), along with more general asymptotic stability concepts. A similar definition also appears in Teel (2013, §2.3) for the stochastic hybrid inclusions (16); when checking uniform attractivity in that definition, time is the sum of the amount of ordinary flow time and the number of jumps that have occurred, which is a useful concept when describing asymptotic stability for systems with Zeno and related solutions.

4.6.2. Examples where there is a distinction between non-uniform and uniform asymptotic stability

For closed but not compact sets, it is well known that asymptotic stability and uniform asymptotic stability are not necessarily equivalent, even for smooth ordinary differential equations; see Khalil (2002, §4.5). For compact sets, the situation is more promising, even for hybrid systems. For non-stochastic hybrid systems, weak regularity conditions, as found in Goebel, Hespanha, Teel, Cai, and Sanfelice (2004), Goebel et al. (2009), Goebel et al. (2012, Ch. 7), or Goebel and Teel (2006), are sufficient for Lyapunov stability plus global attractivity to imply uniform Lagrange stability and uniform global attractivity; hence, asymptotic stability and uniform asymptotic stability are equivalent for hybrid systems satisfying these regularity conditions. For ordinary differential equations, the conditions boil down to the assumption that the right-hand side is continuous; see Kurzweil (1963). For difference equations, the regularity conditions boil down to the assumption that the right-hand side is continuous. For hybrid systems, they include the assumption that the flow set \( C \) and the jump set \( D \) are closed.

The assumption that \( C \) and \( D \) are closed is often not satisfied for the systems presented in Section 2.2; indeed, the only scenario where it is possible for \( C \) and \( D \) to be closed simultaneously in Section 2.2 is when \( D \) is empty and \( C \) is closed. Even for this case, without extra regularity conditions imposed on the transition rate function \( \lambda \) and the mapping \( R \), the equivalence between uniform and nonuniform stability properties can still fail. This subsection provides a few examples that illustrate the lack of equivalence between global asymptotic stability and uniform global asymptotic stability of a compact set for the systems of Section 2.2.

Example 4.1 (Markov Jump System with Discontinuous Jump-Rate Function; Attractivity without Uniform Attractivity). The variables of this example are \( z \in \mathbb{R} \) and \( q \in \{0, 1\} \rightleftharpoons Q \). The \( z \)-component of the drift term is \( b_q(z) = -qz \) and the diffusion term is identically...
zero. The jump-rate and transition functions satisfy (10)–(11) with \( v_{10}(z) \equiv 0 \) and
\[
v_{01}(z) := \begin{cases} 1 & z \leq 1 \\ z - 1 & z > 1. \end{cases}
\]

In other words, \( \lambda_0(z) = v_{01}(z) \) for all \( z \in \mathbb{R} \), \( \lambda_1(z) \equiv 0 \), \( R_C \{ (z, i)^T \} = \{ (z, j)^T \} \) for \( i \in \{0, 1\} \) and \( j = 1 \). We consider global asymptotic stability in probability for the point \( \mathcal{A} := \{ (0, 1) \} \). Since \( v_{01}(z) > 0 \) for all \( z \in \mathbb{R} \) and \( z = 0 \) when \( q = 0 \), it follows that every solution eventually jumps to mode \( q = 1 \) and then flows exponentially to \( \mathcal{A} \) with no additional jumps. Indeed, \( \mathcal{A} \) is globally asymptotically stable in probability. However, since \( v_{01}(z) \) can be made arbitrarily close to zero by taking \( z > 1 \) arbitrarily close to one, the expected time it takes to switch to mode \( q = 1 \) can be made arbitrarily large by taking initial conditions \( z(0) > 1 \) arbitrarily close to one and \( q(0) = 0 \). Thus \( \mathcal{A} \) is not uniformly globally asymptotically stable in probability.

**Example 4.2** (Stochastic Impulsive System with Discontinuous Transition Function; Attractivity without Uniform Attractivity). The variable of this example is \( x \in \mathbb{R} \). The drift term and diffusion term are identically zero. The jump rate function is identically equal to one. The transition function satisfies \( R_C(x, \{ g(x) \}) \equiv 1 \) for all \( x \in \mathbb{R} \), where
\[
g(x) := \begin{cases} \max \{0, x\}^2 & x < 1 \\ 0 & x \geq 1. \end{cases}
\]

We consider global asymptotic stability in probability of the origin. Note that every jump moves the state closer to the origin and every infinite sequence of jumps causes \( x \) to converge to the origin. However, the number of jumps required to get close to the origin grows without bound as the initial value \( \xi < 1 \) approaches the value one. Since the jump rate is constant, it follows that the origin is globally asymptotically stable in probability but not uniformly globally asymptotically stable.

**Example 4.3** (Piecewise-Deterministic Markov Process, or GSHS, with Non-Closed Flow Set; Lyapunov Stability and Attractivity without Uniform Lagrange Stability or Uniform Attractivity). As illustrated in Fig. 5, let \( E^+ = E_1^+ \cup E_2^+ \) where \( E_1^+ \subset \mathbb{R}^2 \) is the open unit disk centered at the origin and \( E_2^+ \subset \mathbb{R}^2 \) is the interior of the set
\[
\{(2, 4) \times \mathbb{R}_0^+ \cup \{ (x \in \mathbb{R}^2 : x_1 \geq 2, x_2 \geq 0, (x_1 - 2)x_2 \leq 1) \} \).
\]

Let the drift term be \( f(x) := -x \) for all \( x \in \mathbb{R}^2_+ \) and \( f(x) = (1, 0)^T \) for all \( x \in \mathbb{R}^2_+ \). Let \( R_{\mathbb{P}}(x, \{ 0 \}) \equiv 1 \) for all \( x \) belonging to the boundary of \( E^0 \). Following the prescriptions in Sections 3.3 and 3.4, for a general stochastic hybrid systems we take \( \mathcal{C} := E^0 \) and \( D := \partial E^0 \), whereas for a piecewise-deterministic Markov process we take
\[
D := \{ (4) \times \mathbb{R}_0^+ \} \cup \{ x \in \mathbb{R}^2 : x_1 > 2, x_2 > 0, (x_1 - 2)x_2 = 1 \}
\]
\[
\mathcal{C} := E_1^0 \setminus (D \cup (\mathbb{R}_0^+ \times \{ 0 \})).
\]

In either case, every solution that starts in \( \mathcal{C} \) converges to the origin, either by flowing there exponentially through \( E_1^+ \) or by flowing horizontally through \( E_2^+ \) to reach \( D \) and then jumping to the origin and flowing at the origin thereafter. Thus, the origin is Lyapunov stable and globally attractive. On the other hand, because of the definitions of \( f \), \( C \), and \( D \), the flow from initial conditions \( \xi \in C \) that approach the point \( (3, 0) \) from above take an arbitrarily large amount of time to approach \( D \) and produce solutions that become arbitrarily large before jumping to the origin. Therefore, the origin is not uniformly Lagrange stable nor uniformly globally attractive.

We conclude the example with a remark related to the definition of uniform global asymptotic stability in probability. It is known, even for smooth ordinary differential equations, that uniform Lyapunov stability together with uniform attractiveness of a closed not but necessarily compact set does not necessarily imply uniform Lagrange stability of that set; see Teel and Zaccarian (2006, §3) for a non-stochastic example. It is also known, for non-stochastic hybrid systems that satisfy mild regularity conditions, that Lyapunov stability plus (non-uniform) attractiveness of a compact set implies uniform attractiveness and uniform Lagrange stability of that set; see Goebel et al. (2012, Theorem 7.12). Multiplying the above flow map in \( E_1^+ \) by \( 1 + x_1^2 \), so that all flows starting in \( C \cap E_1^+ \) reach the boundary of \( D \) within the finite amount of time it takes the solution of \( x_1 = 1 + x_1^2 \) starting at the origin to escape to infinity, demonstrates that uniform attractiveness of a compact set does not necessarily imply uniform Lagrange stability of that set without assuming some regularity conditions on the data.

The preceding examples inspire the following question:

**Open Problem 1.** For a compact set, under which (mild) conditions on the data of \( \mathcal{H} \) does Lyapunov stability in probability plus global attractiveness in probability imply uniform global asymptotic stability in probability?

We conjecture for compact sets that Lyapunov stability in probability plus global attractiveness in probability imply uniform global asymptotic stability in probability when \( D \) is empty (the setting of Markov jump systems, hybrid switching diffusions, and stochastic impulsive systems driven by renewal processes), \( C \) is closed, \( \lambda \) is continuous, and \( R_C(\cdot, A) \) is continuous for each \( A \in \mathfrak{B}(C) \). This implication likely follows from the Feller property (Fristedt & Gray, 1997, Def. 10, p. 627), as established in Yin and Zhu (2010, Section 2.5) for hybrid switching diffusions for example. Unfortunately, the Feller property often fails for systems with a nonempty jump set \( D \). To the best of the authors’ knowledge, the only statements related to an equivalence between asymptotic stability and uniform asymptotic stability for a compact set that have been made in the SHS literature pertain to the stochastic hybrid inclusions of Section 3.5; see Teel (2013, Proposition 2.2 with Proposition 3.1) and Teel (2014c). Moreover, unfortunately, many stability theorems in the SHS literature assert only Lyapunov stability plus (non-uniform) attractiveness when the theorem’s assumptions are strong enough to assert uniform global asymptotic stability. This point will be emphasized further in Section 6.

4.7 Recurrence

Throughout the rest of the survey, \( \mathcal{O} \) denotes the closure of the set \( \mathcal{O} \subset \mathbb{R}^n \).
For a system with solution set \( \mathcal{S} \), the open set \( \Theta \subset \mathbb{R}^n \) is said to be recurrent if \( \mathbb{P}(\inf\{t \geq 0 : x(t) \in \Theta\} < \infty) = 1 \) for each \( x \in \mathcal{S} \). It is said to be uniformly recurrent if, for each \( r > 0 \) and \( \rho > 0 \), there exists \( T > 0 \) such that
\[
\mathbb{P}(\inf\{t \geq 0 : x(t) \in \Theta\} \leq T) \geq 1 - \rho \quad \forall x \in \delta(\overline{\Theta} + rB). \tag{17}
\]

For a system with solution set \( \mathcal{S} \), an open set \( \Theta \subset \mathbb{R}^n \) is said to be positively recurrent if, for each \( x \in \mathcal{S} \), \( \mathbb{E}[\inf\{t \geq 0 : x(t) \in \Theta\}] < \infty \); an open set that is recurrent but not positive recurrent is said to be null recurrent. An open set \( \Theta \subset \mathbb{R}^n \) is said to be uniformly positively recurrent if for each \( r > 0 \) there exists \( M > 0 \) such that
\[
\mathbb{E}[\inf\{t \geq 0 : x(t) \in \Theta\}] \leq M \quad \forall x \in \delta(\overline{\Theta} + rB). \tag{18}
\]

The definitions of non-uniform recurrence and positive recurrence appear in the SHS literature in Yin and Zhu (2010, Definition 3.1); see also Khasminskii (2012, §3.7). Uniform recurrence is defined in Teel (2013, §2.4), where again time includes both the amount of ordinary flow time and the number of jumps that have occurred.

Positive recurrence implies recurrence.

**Lemma 4.2.** Let \( \Theta \subset \mathbb{R}^n \) be open. Positive recurrence (respectively, uniform positive recurrence) of \( \Theta \) implies recurrence (respectively, uniform recurrence) of \( \Theta \). ■

**Proof.** Let \( \Theta \) be uniformly positively recurrent. Let \( r > 0 \) and \( \rho > 0 \) be given. Let \( M > 0 \) be such that (18) holds. Let \( T > M/r \). Let \( x \in \delta(\overline{\Theta} + rB) \) and define \( S := \inf\{t \geq 0 : x(t) \in \Theta\} \). Then, using (18), Markov’s inequality (see Fristedt & Gray, 1997, Proposition 3, p. 62) and the prescription on \( T \), we get \( \mathbb{P}(S > T) \leq M/T < \rho \). This bound establishes (17).

The proof for the case where \( \Theta \) is positively recurrent is similar. Given \( x \in \mathcal{S} \), define \( S := \inf\{t \geq 0 : x(t) \in \Theta\} \), let \( M := \mathbb{E}[S] \), and note that \( \mathbb{P}(S > T) \leq M/T \). Taking the limit as \( T \to \infty \) establishes \( \mathbb{P}(S < \infty) = 1 \).

This section’s subsequent statements, which are based on known results, are used later to establish general principles that cover many stability results in the SHS literature. For example, it is often useful to know that recurrence of an open set \( \Theta \subset \mathbb{R}^n \) follows from conditional Lagrange stability of \( \Theta \) relative to \( \Theta \) together with recurrence of the family of larger open sets
\[
\Theta_{\rho} := \Theta \cup (\mathbb{R}^n \setminus (\overline{\Theta} + rB)) \tag{19}
\]
parametrized by \( \rho > 0 \).

**Lemma 4.3.** The open set \( \Theta \subset \mathbb{R}^n \) is recurrent (respectively, uniformly recurrent) if \( \mathcal{S} \) is conditionally Lagrange stable in probability (respectively, uniformly conditionally Lagrange stable in probability) relative to \( \Theta \) and, for each \( \theta > 0 \), the set \( \Theta_{\rho} \) in (19) is recurrent (respectively, uniform recurrent). ■

**Proof.** For uniform recurrence, let \( r > 0 \) and \( \rho > 0 \) be given. Using the uniform conditional Lagrange stability in probability of \( \Theta \) relative to \( \Theta \), pick \( \theta > 0 \) sufficiently large to so that
\[
\mathbb{P}\left(\sup_{t \in [0, \infty]} |x(t)|_{\mathcal{S}} \leq \theta\right) \geq 1 - \rho/2 \quad \forall x \in \delta(\overline{\Theta} + rB). \tag{20}
\]

Then pick \( T > 0 \) sufficiently large so that
\[
\mathbb{P}(\inf\{t \geq 0 : x(t) \in \Theta_{\rho}\} \leq T) \geq 1 - \rho \quad \forall x \in \delta(\overline{\Theta} + rB). \tag{21}
\]

Compared to (17), we can use \( \Theta \) in place of \( \Theta_{\rho} \) in (21) when limiting the initial conditions of \( x \) since \( \Theta \subset \overline{\Theta_{\rho}} \). Combining (21) and (20) and using the definition of \( \Theta_{\rho} \) in (19), we get
\[
\mathbb{P}(\inf\{t \geq 0 : x(t) \in \Theta\} \leq T) \geq 1 - \rho \quad \forall x \in \delta(\overline{\Theta} + rB),
\]
which is the desired uniform recurrence property.

For the nonuniform case, given \( \rho > 0 \), the values \( \theta > 0 \) and \( T > 0 \) are chosen sufficiently large as a function of \( x \). ■

As noted in Khasminskii (2012, Theorems 5.5 and 5.7) and Yin and Zhu (2010, Lemma 7.6) (cf. Teel, 2013, Propositions 2.2 and 2.4), the strong Markov property of Assumption 2.1 enables a connection between attractivity in probability and recurrence plus stability in probability.

**Lemma 4.4.** Under Assumption 2.1, if the closed set \( A \subset \mathbb{R}^n \) is uniformly Lyapunov stable in probability and, for each \( \varepsilon > 0 \), the set \( A + \varepsilon B \) is recurrent (respectively, uniformly recurrent) then \( A \) is attractive in probability (respectively, uniformly attractive in probability). ■

**Proof.** For uniform attractivity in probability, let \( r > 0, \varepsilon > 0 \) and \( \rho > 0 \) be given. Using uniform Lyapunov stability in probability, pick \( \theta_1 \in (0, \varepsilon] \) sufficiently small so that
\[
\mathbb{P}\left(\sup_{t \geq 0} |x(t)|_A > \varepsilon\right) < \rho/2 \quad \forall x \in \delta(A + \theta_1 B). \tag{22}
\]

Using uniform recurrence, pick \( T > 0 \) sufficiently large so that, for all \( x \in \delta(A + rB) \),
\[
\mathbb{P}(\inf\{t \geq 0 : x(t) \in A + \theta_1 B\} > T) < \rho/2 \tag{23}
\]
which can be done since \( A + rB \subset A + (\theta_1 + r)B \). With \( S := \inf\{t \geq 0 : x(t) \in A + \theta_1 B\} \) and the Càdlàg properties of \( x \), it follows that \( x(S) \in A + \theta_1 B \) almost surely. In turn, like in the proof of Theorem 5.7 of Khasminskii (2012), it follows from the strong Markov property in Assumption 2.1 together with (22)-(23) that
\[
\mathbb{P}\left(\sup_{t \geq T} |x(t)|_A \leq \varepsilon\right) \geq 1 - \rho \quad \forall x \in \delta(A + rB) \tag{24}
\]
which is uniform global attractivity.

In the non-uniform case, we pick \( T \) in (23) as a function of \( x \). We end up with (24) and thus the desired global attractivity. ■

The following corollary combines Lemmas 4.3 and 4.4 and the straightforward observation that Lagrange stability of \( A \) implies Lagrange stability of \( A + \varepsilon B \) for each \( \varepsilon > 0 \).

**Corollary 4.1.** Suppose Assumption 2.1 holds and the closed set \( A \subset \mathbb{R}^n \) is uniformly Lyapunov stable in probability. If it is also Lagrange stable (respectively, uniformly Lagrange stable) in probability and, for each pair of real numbers \( (\varepsilon, \theta) \) satisfying \( 0 < \varepsilon < \theta \), the set
\[
\Theta_{\varepsilon, \theta} := \{x \in \mathbb{R}^n : |x|_A \in \varepsilon \mathbb{R}, |x|_{\mathcal{S}} < \theta\} \tag{25}
\]
is recurrent (respectively, uniformly recurrent) then the set \( A \) is globally asymptotically stable (respectively, uniformly globally asymptotically stable) in probability. ■

Though we do not take up ergodicity explicitly here, connections between positive recurrence and ergodicity, or the existence of an invariant measure, are frequently made in the stochastic hybrid systems literature. For example, Davis (1993, §34.3) addresses ergodicity for piecewise-deterministic Markov processes by drawing upon Tweedie (1975, Theorem 4.2), which states that, for a \( \phi \)-irreducible Markov chain with strongly continuous transitions, the Lyapunov conditions for positive recurrence of an open bounded set given later in Section 5.3 are sufficient for the existence of a stationary distribution. For other examples, see Mesquita and Hespanha (2010), Yin and Zhu (2010, Chapter 4) or the related asymptotic stability in distribution studied in Yuan and Mao (2003).

On a related note, for non-stochastic hybrid systems satisfying mild regularity conditions, recurrence of an open bounded set implies uniform recurrence of that set (Teel, 2013, Proposition 3.1 contains this result for the stochastic hybrid inclusions of (16) satisfying mild regularity conditions; see also Teel,
2014c. Theorem 6), boundedness of the reachable set from each compact set, and uniform global asymptotic stability of the ω-limit set from Θ; see Goebel et al. (2012. Definition 6.23 and Corollary 7.7) for definitions and related results. In contrast, uniform recurrence of an open bounded set for a SHS does not necessarily imply the existence of a compact asymptotically stable set. For example, the hybrid switching diffusion with \( x \in \mathbb{R} \), \( C = \mathbb{R} \), \( f(x) \equiv 0 \), \( h(x) \equiv 0 \), \( \lambda(x, \cdot) \) a Gaussian distribution with zero mean and unity variance for all \( x \) is such that any open set is uniformly recurrent and yet, as \( t \to \infty \), the distribution of \( x(t) \) approaches a Gaussian with zero mean and unity variance.

Taking \( \Theta \) to be a sufficiently small neighborhood of \( \mathcal{A} \) for the systems in Examples 4.1–4.3 demonstrates that recurrence does not automatically imply uniform recurrence for SHS. However, as indicated above, at least for the stochastic hybrid inclusions of (1.6) under the stochastic hybrid basic conditions of Teel (2013, Assumptions 1–2), Teel (2013, Proposition 3.1) shows that recurrence of an open, bounded set implies uniform recurrence of that set. These observations motivate the following question, which is similar to Open Problem 1:

**Open Problem 2.** For an open bounded set, under which (mild) conditions on the data of \( \mathcal{H} \) does recurrence (respectively, positive recurrence) imply uniform recurrence (respectively, uniform positive recurrence)?

5. Sufficient conditions via Lyapunov functions

5.1. Preliminary definitions

Nearly all of the sufficient conditions contained in the SHS literature for the various forms of stability that were described in the previous section are based on stochastic versions of Lyapunov functions. For a thorough discussion of Lyapunov functions for classical differential equations or for non-stochastic hybrid dynamical systems, see Goebel et al. (2012, Chapters 3 and 7) and Khalil (2002, Chapter 4) respectively. In this section, we summarize Lyapunov-function-based sufficient conditions for Lyapunov stability, Lagrange stability, asymptotic stability, and recurrence (a setting in which Lyapunov functions are often called Foster–Lyapunov functions) in SHS, focusing on global results for simplicity. We work with functions \( V \in \mathcal{D}(\mathbb{R},\mathbb{R}) \) and the conditions

\[
\alpha_1(|x|_A) \leq V(x) \leq \alpha_2(|x|_A) \quad \forall x \in C
\]

\[
\mathcal{L}V(x) \leq -\rho(x) \quad \forall x \in C \cap S
\]

\[
\Delta V(x) \leq 0 \quad \forall x \in D \cap S.
\]

The function \( \beta : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) is assumed to be locally bounded, denoted \( \beta \in \mathcal{L}^{\text{loc}}_{\geq 0} \), and \( \mathcal{A} \) and \( S \) are closed. As for \( \alpha_1, \alpha_2 \) and \( \rho \), they are constrained to be one of the following classes. A function \( \alpha : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) belongs to class-\( g^- \) if it is continuous, nondecreasing, and unbounded. It belongs to class-\( g^+ \) if it belongs to class-\( g^- \) and is zero at zero. It belongs to class-\( K^- \) if it belongs to class-\( g^- \) and is strictly increasing. It belongs to class-\( K^+ \) if it belongs to class-\( g^+ \) and is convex. It belongs to class-\( K^{\text{loc}}_\alpha \), where \( p > 0 \), if there exists \( k > 0 \) such that \( \alpha(s) = ks^p \) for all \( s \geq 0 \). We write \( \alpha \in \mathcal{K}_{\alpha} \cap \mathcal{K}^p \) when \( \alpha(s) = (\alpha_0 \cap \alpha_1) (s) \) for all \( s \geq 0 \) where \( \alpha_0 \in \mathcal{K}_{\alpha} \cap \mathcal{K}^p \) and \( \alpha_1 \in \mathcal{K}^{\text{loc}}_\alpha \). A function \( \rho : \mathbb{R} \to \mathbb{R}_{\geq 0} \) belongs to class-\( \mathcal{P} \) if, for each \( 0 < \theta_1 < \theta_2 \), there exists \( \rho_0 > 0 \) such that \( \rho(x) \geq \rho_0 \) for all \( x \in C \) such that \( |x|_A \in [\theta_1, \theta_2] \). A function \( \beta : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) belongs to \( \mathcal{M}_\alpha \) if there exist \( \delta > 0 \) and \( M > 0 \) such that \( \beta(x) \leq M \) for all \( x \in \mathcal{A} + \delta B \).

5.2. Stability

The next theorem summarizes Lyapunov-based sufficient conditions for the stability concepts itemized in Table 2.

**Theorem 5.1.** Let Assumption 2.1 hold and let \( \mathcal{A} \subset \mathbb{R}^n \) be closed. The uniform (respectively, non-uniform) version of a stability property for \( \mathcal{A} \) listed in Table 2 holds if (26) holds for some \( V \in \mathcal{D}(\mathbb{R}) \) where \( (\alpha_1, \alpha_2, \rho) \) satisfy the requirements associated with that property in Table 2 with \( \beta \equiv 1 \) (respectively, \( \beta \in \mathcal{L}^{\text{loc}}_{\geq 0} \) except for the case of global asymptotic stability in probability where \( \beta \in \mathcal{L}^{\text{loc}}_{\geq 0} \cap \mathcal{M}_A \) and \( S = \mathbb{R}^n \)).

**Proof.** (Stability in \( \rho \text{th mean} \)). The statements in Theorem 5.1 concerning Lagrange and Lyapunov stability in the \( \rho \text{th mean} \) are direct consequences of implication (3) in Assumption 2.1 together with Jensen’s inequality; see Fristedt and Gray (1997, p. 69, Prop. 12).

**Global asymptotic and exponential stability in the \( \rho \text{th mean} \)** The statements concerning global asymptotic and exponential stability in the \( \rho \text{th mean} \), which involves assumptions implying that, for some \( \varepsilon > 0 \), \( \mathcal{L}V(x) \leq -\varepsilon V(x) \) for all \( x \in C \), can be derived by making time a state variable (which does not change at jumps) and using the function \( W(t, x) := \exp(-\varepsilon t) V(x) \), which satisfies, for all \( (t, x) \in \mathbb{R}_{\geq 0} \times C \),

\[
\mathcal{L}W(t, x) \leq -\varepsilon \exp(\varepsilon t) V(x) + \varepsilon \exp(\varepsilon t) W(x) = 0.
\]

Therefore, from the initial condition \( (0, \xi) \), where \( \xi \in C \),

\[
\mathbb{E}[V(x(t))] = \exp(-\varepsilon t) \mathbb{E}[W(t, x(t))] 
\leq \exp(-\varepsilon t) W(0, \xi) = \exp(-\varepsilon t) V(\xi).
\]

The various results on global asymptotic and exponential stability in the \( \rho \text{th mean} \) now follow from (26a), the properties of \( \alpha_1, \alpha_2 \) and \( \beta \), and Jensen’s inequality as above.

**Stability in probability** (The arguments here follow Yin & Zhu, 2010, proof of Lemma 7.5, for example.) For each measurable \( I \subset \mathbb{R}_{\geq 0} \), define \( I_x : \mathbb{R}_{\geq 0} \to [0, \infty) \) so that \( I_x(r) = 1 \) if and only if \( r \in I \). Let \( \varepsilon > 0 \) be such that \( \alpha_0(\varepsilon) > 0 \), let \( S_\varepsilon := A + \varepsilon B \) and recall the definition \( S_\varepsilon := \inf \{ r \geq 0 : x(r) \in \mathcal{A}_\varepsilon \} \). Since the sample paths of \( x \) are càdlàg, it follows that \( \mathbb{P}(\{(x(S_\varepsilon))_{\varepsilon \geq 1}\}) = 1 \). In addition, due to Assumption 2.1 and the conditions (26b)–(26c) with \( \rho \equiv 0 \), \( \mathbb{E}[V(x(t \wedge S_\varepsilon))] \leq V(\xi) \). These two facts and the lower bound in (26a) give that

\[
\alpha_1(\varepsilon) \mathbb{E}[\int_{[0,\varepsilon]} V(x(S_\varepsilon)) d\varepsilon] \leq \mathbb{E}[V(x(S_\varepsilon))]_{[0,\varepsilon]}(S_\varepsilon) \leq \mathbb{E}[V(x(S_\varepsilon))]_{[0,\varepsilon]}(S_\varepsilon) + V(x(t))_{[0,\varepsilon]}(S_\varepsilon) \leq \mathbb{E}[V(x(t \wedge S_\varepsilon))] \leq V(\xi).
\]
Then, again using the Càdlàg property of the sample paths of \( \mathbf{x} \), observe that, for each \( \omega \in \Omega \),

\[
S_\omega'(\omega) < t \iff \sup_{s \in (0,1)} |x_s(\omega)|_A > \varepsilon.
\]

Hence, \( \mathbb{P}(\sup_{s \in (0,1)} |x_s|_A > \varepsilon) = \mathbb{E}\left[\int_{[0,1]} (S_x) \right] \leq V(\xi)/\alpha_1(\varepsilon) \). Taking the limit as \( t \to \infty \), using the monotone convergence theorem (see Fristedt & Gray, 1997, Theorem 6, p. 105), and using the upper bound in (26a), we get

\[
\mathbb{P}\left(\sup_{x \geq 0} |x(\omega)|_A \leq \varepsilon \right) \geq 1 - \frac{\alpha_2(\|A\|_\beta(\xi))}{\alpha_1(\varepsilon)}.
\]

All statements about Lagrange and Lyapunov stability now follow from the properties of \( \alpha_1, \alpha_2, \) and \( \beta \).

### Asymptotic stability in probability

According to Corollary 4.1, it is enough to establish recurrence (respectively, uniform recurrence) for the set \( \Theta_\varepsilon \), defined in (25) for each \( 0 < \varepsilon < \theta \). By assumption, the function \( \rho(x) \) in (26b) satisfies \( \rho(0) > 0. \) Thus \( \rho_0 := \inf_{x \in \mathbb{R}^n \setminus \Theta_\varepsilon} \rho(x) > 0. \) Since (uniform) positive recurrence implies (uniform) recurrence (see Lemma 4.2), asymptotic stability in probability follows from the positive recurrence results of the next subsection.

### 5.3. Recurrence

We start with a result on conditional Lagrange stability.

### Proposition 5.1

Let Assumption 2.1 hold and let \( \Theta \subset \mathbb{R}^n \) be open. The closed set \( \overline{\Theta} \) is conditionally uniformly Lagrange stable in probability (respectively, conditionally Lagrange stable in probability) relative to \( \Theta \) if (26) holds for some \( V \in \mathcal{D}(X,S) \) where \( (\alpha_1, \alpha_2, \rho) \) satisfy the requirements associated with Lagrange stability in Table 2 with \( \beta \equiv 1 \) (respectively, \( \beta \in \mathbb{Z}^n \)) for some closed \( A \subset \mathbb{R}^n \) satisfying \( A \subset \Theta \subset A + \gamma B \) for some \( \gamma > 0 \), and \( \bar{S} = \mathbb{R}^n \setminus \Theta \).

### Proof

Since \( A \) is closed, we have \( A \subset \overline{\Theta} \subset A + \gamma B \). Using this relationship and (26a), gives, for all \( x \in C \),

\[
\alpha_1(|x|) \leq \alpha_1(|x|) \leq V(x) \leq \alpha_2(|x|) \beta(x) \leq \alpha_2(\gamma + |x|) \beta(x) \leq \alpha_2(\gamma + k(x)) \beta(x).
\]

Thus, (26a) also holds with \( \alpha_1 \) replaced by \( \overline{\Theta} \) and \( \alpha_2 \) replaced by \( \gamma \) and \( \gamma + k(x) \). Then, using the same arguments as those used in the proof of (Lyapunov and Lagrange) stability in probability, we can deduce that, for each \( \theta > 0 \),

\[
\mathbb{P}\left(\sup_{x \in [0,\bar{S}]} |x(\omega)|_\overline{\Theta} > \theta \right) \leq \frac{\alpha_2(\gamma) \beta(\xi)}{\alpha_1(\theta)}.
\]

The conditional Lagrange stability (respectively, uniform conditional Lagrange stability) now follows from the properties of \( \alpha_1 \) and \( \beta \).

The next theorem summarizes Lyapunov-based sufficient conditions for the recurrence concepts itemized in Table 3. It is possible to weaken the condition on \( \rho \) for nonuniform recurrence; Khasminskii (2012, Theorem 3.9) contains one idea in this direction.

### Theorem 5.2

Let Assumption 2.1 hold and let \( \Theta \subset \mathbb{R}^n \) be open. The uniform (respectively, nonuniform) version of a recurrence property for \( \Theta \) listed in Table 3 holds if (26) holds for some \( V \in \mathcal{D}(X,S) \) where \( (\alpha_1, \alpha_2, \rho) \) satisfy the requirements associated with that property in Table 3 with \( \beta \equiv 1 \) (respectively, \( \beta \in \mathbb{Z}^n \)), some closed \( A \subset \mathbb{R}^n \) satisfying \( A \subset \Theta \subset A + \gamma B \) for some \( \gamma > 0 \), and \( \bar{S} = \mathbb{R}^n \setminus \Theta \).

### Proof

We use the same preliminary observation made at the start of the proof of Proposition 5.1: due to the conditions on \( \alpha_1, \alpha_2, \) and the condition \( \Theta \subset A \subset A + \gamma B \), it follows that (26a) also holds with \( \alpha_1 \) replaced by \( \overline{\Theta} \) and \( \alpha_2 \) replaced by \( s \mapsto \alpha_2(\gamma + s) \). (Positive recurrence) Define \( S := \inf\{t \geq 0 : x(t) \in \overline{\Theta} \}. \) It follows from implication (3) in Assumption 2.1 and the other assumptions of Theorem 5.2 that

\[
0 \leq \mathbb{E}[V(x(t) \wedge S)] \leq \alpha_2(\|\xi\|_\beta(\xi)) \rho_0 \mathbb{E}[t \wedge S]
\]

and thus \( \mathbb{E}[t \wedge S] \leq \alpha_2(\|\xi\|_\beta(\xi)) / \rho_0 \). It follows that \( S \) is almost surely finite and \( \mathbb{P}(\lim_{t \to \infty} t \wedge S = S) = 1 \). Thus, by the monotone convergence theorem (see Fristedt & Gray, 1997, Theorem 6, p. 105), it follows that \( \mathbb{E}[S] \leq \alpha_2(\|\xi\|_\beta(\xi)) / \rho_0 \). The properties of \( \alpha_2 \) and \( \beta \) establish the desired results.

(Recurrence) It follows from Proposition 5.1 that \( \overline{\Theta} \) is conditionally Lagrange stable in probability (respectively, uniformly conditionally Lagrange stable in probability) relative to \( \Theta \).

We also claim that the open set

\[
\Theta_0 := \Theta \cap (\mathbb{R}^n \setminus (\overline{\Theta} + \gamma B))
\]

is (uniformly) recurrent for each \( \theta > 0 \), from which (uniform) recurrence of \( \Theta \) would follow from Lemma 4.3. To establish the claim, first note that \( \mathbb{R}^n \Theta_0 = (\overline{\Theta} + \gamma B) \). Then note that, since \( A \subset \Theta \subset A + \gamma B \) and \( A \) is closed while \( \Theta \) is open, there exists \( \delta > 0 \) such that \( A + \delta B \subset \Theta \subset A + \gamma B \). Combining these observations, we have that \( \xi \in \mathbb{R}^n \Theta_0 \) implies \( |\xi| \in [\delta, \gamma + \delta] \). Then define \( \rho_{0,\delta} := \inf_{x \in \mathbb{R}^n \Theta_0} \rho(x) > 0 \). By using the “open” positive recurrence given above and Lemma 4.2 to finish the preliminary claim.

### 6. Literature that aligns with basic theorems

#### 6.1. Overview

The main Lyapunov-based sufficient conditions for stability for switched and impulsive stochastic differential equations appear in Chatterjee and Liberzon (2004), Chatterjee and Liberzon (2006b), Dimarogonas and Kyriakopoulos (2004), Feng et al. (2011), Feng and Zhang (2006), Filipovic (2009), and Wu et al. (2004). For Markov jump systems, important references in this direction include Chatterjee and Liberzon (2006a), Chatterjee and Liberzon (2007), and Zhu et al. (2009). Such conditions for hybrid switching diffusions can be found in Hespanha (2005), Luo (2006), Mao (1995), Mao et al. (2007), Mao and Yuan (2006), Yin and Zhu (2005), and Yuan and Lygeros (2005b). Lyapunov-based conditions for stability for stochastic impulsive systems driven by renewal processes include Antunes et al. (2010), Antunes et al. (2013a), Antunes et al. (2013b), and Hespanha and Teel (2006). Lyapunov-based conditions for stability for diffusions driven by Lévy processes can be found in Applebaum and Siakallis (2009) and Zhu (2014). Results for impulsive stochastic systems with Markovian switching are contained in Wu and Sun (2006). The literature contains fewer results for piecewise-deterministic Markov processes and general stochastic hybrid systems, with notable exceptions for the latter class including Liu and Mu (2006, 2008, 2009), and Wu et al. (2013). The focus of Teel (2013) is on Lyapunov-based sufficient conditions for stability for the stochastic hybrid inclusions of (16); it includes results that connect the way (16) handles spontaneous transitions with the way they are handled in Section 2.2, see Teel (2013, §7). In the next few subsections, we draw attention to specific results in the literature for the different types of stability discussed in Section 4.
6.2. Lagrange stability

When the result in Theorem 5.1 on Lagrange stability in probability is specialized to the general stochastic hybrid systems of Section 3.4 and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set, it covers the assertion of Liu and Mu (2008, Corollary 1) or Liu and Mu (2009, Corollary 3.1),\footnote{Though it appears that these results are missing the assumption that the Lyapunov function is radially unbounded, i.e., $\alpha_1 \in \mathfrak{g}_+$} though neither result asserts the stronger uniform Lagrange stability. The statement in Theorem 5.1 on uniform Lagrange stability in probability of closed sets is similar to Teel (2013, Theorem 4.1). Otherwise, Lagrange stability, as an isolated property, has not been studied in great detail for stochastic hybrid systems.

6.3. Lyapunov stability

When the results of Theorem 5.1 on Lagrange stability in probability and Lyapunov stability in probability are specialized to switched stochastic systems and $\mathcal{A} := \{0\} \times Q \times (\mathcal{T}_i \cup \mathcal{T}_e)$ where $Q$ is a finite index set, it has the flavor of the assertion of Zhu et al. (2009, Proposition 2.5), though neither result includes a condition analogous to (26c). When the result of Theorem 5.1 on Lyapunov stability in probability is specialized to nonlinear Markov jump systems and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set, it has the flavor of the assertion of Zhu et al. (2009, Proposition 2.5), though the conditions in Zhu et al. (2009, Proposition 2.5) are local since Lyapunov stability in probability is a local property. The statement in Yin and Zhu (2010, Lemma 7.5) is similar for stability for hybrid switching diffusions. Again specialized to hybrid switching diffusions, Theorem 5.1 covers Yin and Zhu (2010, Theorem 9.3), which addresses Lyapunov stability in probability for general compact sets, and Luo (2006, Theorem 3.6), which addresses non-uniform Lyapunov stability in probability for closed, but not necessarily, compact sets. Moreover, Yin and Zhu (2010, Lemma 7.5) and Zhu et al. (2009, Proposition 2.5) emphasize that, when it is known a priori that spontaneous jumps from $\mathcal{A}$ do not exit $\mathcal{A}$, it is enough to check the condition (26b) outside of $\mathcal{A}$. This relaxation can be very significant, as it relaxes the regularity requirements for the Lyapunov function on the set $\mathcal{A}$. An example where this relaxation is helpful is in the analysis of the stochastic bouncing ball in Teel (2013, Section 6.1).

Similarly, Applebaum and Siakalli (2009, Theorem 2.3) corresponds to a local version of the result in Theorem 5.1 on Lyapunov stability in probability when the latter is specialized to diffusions driven by Lévy processes and $\mathcal{A} = \{0\}$; in addition, the assertion of Liu and Mu (2008, Theorem 1) or Liu and Mu (2009, Theorem 3.1) corresponds to the result in Theorem 5.1 on Lyapunov stability in probability when the latter is specialized to general stochastic hybrid systems of Section 3.4 and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set.

The statement in Theorem 5.1 on uniform Lyapunov stability in probability of closed sets is similar to Teel (2013, Theorem 4.2).

6.4. Asymptotic stability

For the most part, the assertion of Zhu et al. (2009, Proposition 2.6) corresponds to the result in Theorem 5.1 on global asymptotic stability in probability when the latter is specialized to nonlinear Markov jump systems and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set. However, Zhu et al. (2009, Proposition 2.6) considers only local asymptotic stability. Moreover, it again emphasizes that, when it is known a priori that spontaneous jumps from $\mathcal{A}$ do not exit $\mathcal{A}$, it is enough to check the condition (26b) outside of $\mathcal{A}$. The assumptions of Zhu et al. (2009, Proposition 2.6), which implicitly include continuity of the data, are strong enough to assert uniform local asymptotic stability, though this property is not considered in that work. Similar results for hybrid switching diffusions are found in Yin and Zhu (2010, Lemma 7.6 combined with Remark 7.8(a)) as well as Yin and Zhu (2010, Theorem 9.5) for (local, nonuniform) asymptotic stability in probability and Yin and Zhu (2010, Theorem 9.6) for (nonuniform) global asymptotic stability in probability for general compact sets. The result in Luo (2006, Theorem 3.9) is like the result in Theorem 5.1 on non-uniform asymptotic stability of a closed set, though Luo (2006, Theorem 3.9) is a local result and, due to its proof technique, it imposes an extra condition, akin to Jensen’s inequality, on the function $\rho$ in (26b).

The assumption of Liu and Mu (2008, Theorem 2) or Liu and Mu (2009, Corollary 4.1) resembles the result in Theorem 5.1 on global asymptotic stability in probability when the latter is specialized to general stochastic hybrid systems of Section 3.4 and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set. The assumptions are strong enough for uniform global asymptotic stability, but only uniform Lyapunov stability and a weak form of nonuniform global attractivity are asserted. For this same set $\mathcal{A}$ and for a class of stochastic differential equations with state-dependent switching, Wu et al. (2013, Theorems 1 and 2) is like the result in Theorem 5.1 on global asymptotic stability in probability, with Wu et al. (2013, Theorem 2)\footnote{It is not clear what assumption in these results rules out the positive probability of spontaneous jumps from $\mathcal{A}$ that leave $\mathcal{A}$. Also, the “finite contract” assumption in Liu and Mu (2008, Theorem 2) appears to be superfluous or incompatible with stability as stated in Liu and Mu (2008).} relying on a common Lyapunov function for each mode. The assumptions in Wu et al. (2013, Theorems 1 and 2) are strong enough to assert uniform global asymptotic stability in probability; however, the assertions are regarding uniform Lyapunov stability, uniform Lagrange stability, and non-uniform global attractivity.

Using (12), the assertion of Chatterjee and Liberzon (2007, Corollary 12 with Remark 9), which does not include uniform Lagrange stability, is covered by the result in Theorem 5.1 on uniform global asymptotic stability in the 1st mean when the latter is specialized to nonlinear Markov jump systems and $\mathcal{A} := \{0\} \times Q$ with $Q$ finite.

The statement in Theorem 5.1 on uniform global asymptotic stability in probability is like Teel (2013, Theorem 4.5), which strengthens (26c) to account for the stronger definition of uniform attractivity that is used. Finally, we remark that weak Lyapunov-based sufficient conditions for (non-uniform) global attractivity in the pth mean and in probability of the origin for diffusions driven by Lévy processes are given in Zhu (2014, Theorems 3.1, 3.2, 3.5–3.7).

6.5. Exponential stability

The result of Theorem 5.1 on global exponential stability in the pth mean, when specialized to hybrid switching diffusions and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set, covers Mao (1999, Theorem 3.1). When specialized to general stochastic hybrid systems of Section 3.4 and $\mathcal{A} := \{0\} \times Q$ where $Q$ is a finite index set, it generalizes the assertion of Liu and Mu (2006, Theorem 3.1), which implicitly requires that $\Delta V(x) = 0$ for all $x \in D$. When

\footnote{Due to a typo, there are two theorems labeled “1” in Wu et al. (2013). We use “Theorem 2” to refer to the second “Theorem 1”.

\footnote{Duetoatypo,therearetwotheoremslabeled''1''inWuetal.(2013).Weuse''Theorem2''torefertothesecond''Theorem1''.}
specialized to diffusions driven by Lévy processes and \( A := [0, \infty) \), it generalizes Applebaum and Siakalli (2009, Theorem 4.1). The result of Theorem 5.1 on global exponential stability in the 2nd mean recover the sufficient conditions in Antunes et al. (2010, Theorem 6) and Antunes et al. (2013a, Theorem 3) for the impulsive renewal processes considered there. Those systems include a continuous state plus a timer variable for each of the possible \( m \geq 1 \) reset maps for the continuous state, with each timer variable evolving at unity rate in a closed interval \( I_j \subset \mathbb{R}_{\geq 0} \) that includes the origin and has nonempty interior and with each timer randomly reset to zero according to its own hazard rate. The closed set that is globally exponentially stable in the 2nd mean is the set \( A := [0, \infty) \times \{ I_1 \times \cdots \times I_m \} \).

6.5.1. Recurrence

Recurrence for an open bounded set for hybrid switching diffusions is considered in Yin and Zhu (2010, Chapter 3). The sufficiency condition for positive recurrence in Yin and Zhu (2010, Theorem 3.26) aligns with conditions for (uniform) positive recurrence in Theorem 5.2. The result in Yin and Zhu (2010, Theorem 3.14) on recurrence uses a relaxed condition that is discussed in Section 7.1 below. Results on the existence of stationary distributions, related to recurrence, for piecewise-deterministic Markov processes as discussed in Davis (1993, §34.3) are highlighted briefly in Section 7.3 below. The result in Teel (2013, Theorem 4.4) on uniform recurrence is similar to the result on uniform recurrence in Theorem 5.2 but strengthens the condition (28c) to account for the stronger definition of uniform recurrence that is used.

7. Relaxed sufficient conditions

7.1. Ideas based on Corollary 4.1 and Lemma 4.3

According to Corollary 4.1, once uniform Lyapunov stability in probability and uniform Lagrange stability in probability for a closed set \( A \) have been established, perhaps through the sufficient Lyapunov conditions of Theorem 5.1, uniform global asymptotic stability in probability for \( A \) can be inferred by establishing recurrence of the set \( \partial_{\ell, \nu} \) in (25) for each pair \( (\ell, \nu) \) satisfying \( 0 < \ell < \nu \). Lyapunov conditions for recurrence are given in Theorem 5.2, and they involve inequalities that must be satisfied on the complement of \( \partial_{\ell, \nu} \). In the case where \( A \) is compact, the complement of \( \partial_{\ell, \nu} \) is the compact set \( \{ x \in \mathbb{R}^n : |x|_{A \setminus \{ x, \theta \}} \} \). The compactness of this set often facilitates constructing Lyapunov functions for recurrence. For example, the main idea behind “Matrosov functions” is that an appropriate positive linear combination of them produces a function that satisfies the conditions for positive recurrence of \( \partial_{\ell, \nu} \).

For a discussion of Matrosov functions for stochastic hybrid systems, see Teel (2013, Section 5.2); Matrosov functions for non-stochastic (hybrid) systems appear in Sanfelice and Teel (2009) and the references therein.

Lemma 4.3 provides a similar opportunity for establishing uniform recurrence of an open set \( \theta \). Indeed, once conditional uniform Lagrange stability in probability of \( \theta \) relative to \( \partial \) has been established, perhaps through the sufficient Lyapunov conditions of Theorem 5.1, uniform recurrence can be inferred by establishing recurrence of the set \( \partial_{\ell, \nu} \) in (19) for each \( \ell > 0 \). When \( \theta \) is open and bounded, the complement of the set \( \partial_{\ell, \nu} \) in (19) is the compact set \( \{ x \in \mathbb{R}^n : |x|_{\theta} \in (0, \ell] \} \). Again because of compactness, a positive linear combination of Matrosov functions can often be used to construct a function that satisfies the conditions for recurrence of \( \partial_{\ell, \nu} \).

A special case of Matrosov functions is when, for each \( \theta \), there is just one auxiliary (Matrosov) function used to establish recurrence of \( \partial_{\ell, \nu} \). One situation where this can be done for stochastic hybrid systems is under the following assumption, which applies to switching diffusions as indicated below and has its roots in Khasminskii (1960, Condition 3, p. 179) and Wonham (1966, Condition (c), p. 196) for stochastic differential equations. In that setting, Wonham (1966, Condition (c), p. 196) aligns with condition 2b below and conveys being “in a local sense, 'controllable with respect to the white noise \( \tilde{w} \).’” Condition 2a below asks that the vector direction \( v \) associated with this local controllability is such that \( v^T x \) does not change at jumps almost surely.

Assumption 7.1. The following conditions hold:

1. The open set \( \theta \subset \mathbb{R}^n \) is bounded;
2. There exists a vector \( v \in \mathbb{R}^n \) such that
   a. with the definition \( \varepsilon(x) := \left\{ \xi \in C : v^T \xi = v^T x \right\} \) for all \( x \in \mathbb{R}^n \), we have \( R(x, \varepsilon(x)) = 1 \) for all \( x \in \mathbb{R}^n \), and
   b. for each \( \theta > 0 \) there exists \( \kappa > 0 \) such that \( v^T h(x)(x)^T v \geq \kappa \) for all \( x \in C \cap (\mathbb{R}^n \setminus \partial_{\ell, \nu}) \), where \( \partial_{\ell, \nu} \) is defined in (19).

The following proposition, together with Lemma 4.3, Proposition 5.1, and Theorem 5.2, recovers the conditions for recurrence for hybrid switching diffusions given in Yin and Zhu (2010, Theorem 3.14) (with the relaxation of (A3.1) given in Remark 3.3)); see also Khasminskii (2012, Lemma 3.9 and Remark 3.15).

Proposition 7.1. If Assumption 7.1 holds then, for each \( \theta > 0 \), there exist positive real numbers \( c \) and \( \beta \), and a positive integer \( p \) such that the function \( F(x) := \max \{ 0, c - (v^T x + \beta)^{2p} \} \) satisfies the conditions given in Theorem 5.2 for uniform positive recurrence of the set \( \partial_{\ell, \nu} \).

Proof. The proof follows Yin and Zhu (2010, Proof of Theorem 3.2) or Khasminskii (2012, p. 90) after observing that, due to the second item of Assumption 7.1 and the definition of \( V \), we have \( J_{\ell, \nu} V(y)(R(x, \varepsilon(x))) = V(x) \) for all \( x \in C \cup \theta \); thus, \( \Delta V(x) = 0 \) for all \( x \in D \cap (\mathbb{R}^n \setminus \partial_{\ell, \nu}) \) and, for all \( x \in C \cap S \), \( V(x) = \langle VV(x), f(x) \rangle + \chi_{\mathbb{R}^n}(x) \mathcal{L}V(x) \).

Define \( S = S_{\ell, \nu} := \mathbb{R}^n \setminus \partial_{\ell, \nu} = \left\{ x \in \mathbb{R}^n : |x|_{\theta} \in (0, \ell] \right\} \). Since \( \theta \) is bounded, \( S \) is compact for each \( \theta > 0 \). Let \( M > 0 \) be such that \( \max \{ |x|^T v, |v^T f(x)| \} \leq M \) for all \( x \in S \). Define \( \beta := M + 1 \) so that \( v^T x + \beta \in [1, M + \beta] \) for all \( x \in S \). Define \( p := \left[ 0.5 + (1 + M(M + \beta))/k \right] \) and \( c := 1 \in (1 + M + \beta)^{2p} \), the latter guaranteeing that \( V(x) = c - (v^T x + \beta)^{2p} \) on a neighborhood of \( S \). Using condition 2(b) of Assumption 7.1,

\[
\mathcal{L}V(x) = -2p(v^T x + \beta)^{2p-1} [v^T x + \beta]v^T f(x) + 0.5(2p - 1)v^T h(x)(x)^T v \\
\leq -2p(v^T x + \beta)^{2p-1}(-M + \beta)M + 0.5(2p - 1)c \\
\leq -2p
\]

for all \( x \in S \cap C \). This bound establishes the result.

7.2. Average dwell-time conditions for stability in the pth mean in impulsive stochastic systems with Markovian switching

For the systems of Section 3.1 or Section 3.2.4, instead of (26b)-(26c) consider the conditions

\[
\mathcal{L}V(x) \leq \gamma_c(t, k) V(x) \quad \forall x \in (z, q, r, k) \in C \\
\Delta V(x) \leq \exp(\gamma_D(t, k)) V(x) \quad \forall x \in (z, q, r, k) \in D
\]

where \( \gamma_c : T \rightarrow \mathbb{R} \) is locally integrable in \( t \) for each \( k \) and \( \gamma_D : T_\delta \rightarrow \mathbb{R} \). Rather than assuming that these functions have
nonpositive values, consider the function $\varepsilon : T \cup T_d \rightarrow \mathbb{R}$ defined via $\varepsilon (0, 0) := 1$,
\[
\begin{align*}
    \frac{d\varepsilon (t, k)}{dt} &= -\gamma \varepsilon (t, k) \quad \forall \tau \in [t_k, t_{k+1}] \\
    \varepsilon (t, k + 1) - \varepsilon (t, k) &= -\gamma_0 \varepsilon (t, k) \quad t = t_{k+1}
\end{align*}
\]
and a bound of the form
\[
\begin{align*}
    \exp (\varepsilon (t, k) - \varepsilon (t + t, k + \ell)) &\leq \kappa \exp (\gamma t) \beta_2 (t, k) \\
    \forall (t, k, t, \ell) &\in \mathbb{R}^4 : (t, k), (t + t, k + \ell) \in T_c
\end{align*}
\]
\[\text{(29)}\]
where $\kappa \in \mathcal{K}_\infty$, $\gamma \in \mathbb{R}$ and $\beta_2 \in \mathcal{L}_{\infty}^{\text{loc}}$. When $\gamma_0$ and $\gamma_0$ are constant, we have
\[
\varepsilon (t, k) - \varepsilon (t + t, k + \ell) = \gamma \varepsilon t + \gamma_0 N((t, t + t))
\]
where $N((t, t + t))$ is the number of elements in $T \cap [t, t + t]$. Thus, if there exist a positive number $\delta$ and a positive integer $N_0$ such that either of the following conditions hold:
\[
\begin{align*}
    \gamma_0 &\geq 0 \quad N((t, t + t)) \leq \delta_1 + N_0 \quad \text{(30a)} \\
    \gamma_0 &\leq 0 \quad N((t, t + t)) \geq \delta_1 - N_0 \quad \text{(30b)}
\end{align*}
\]
then (29) holds with $\beta_2 (t, k) \equiv 1$, $\kappa (s) := \exp (\gamma s) N_0 / s$ and $\gamma = \gamma_0 + \delta_1 \gamma_0$. The condition (30a) is referred to in the literature as an average dwell-time condition (Hespanha & Morse, 1999) while (30b) is referred to as a reverse average dwell-time condition (Hespanha, Liberzon, & Teel, 2005).

Theorem 7.1 below addresses the results on (uniform and nonuniform) stability and asymptotic stability in the pth mean in Wu et al. (2004, Section 3) for the stochastic impulsive systems of Section 3.1 and in Wu and Sun (2006, Section 3) for the impulsive stochastic systems with Markovian switching described in Section 3.2.4.

Theorem 7.1. Let Assumption 2.1 hold and let $\mathcal{A} \subset \mathbb{R}^s$ be closed. The uniform (respectively, non-uniform) version of a stability in the pth mean property for $\mathcal{A}$ listed in Table 2 holds if (26a) and (28)–(29) hold for some $V \in \mathcal{D}_{\mathcal{H}, \mathcal{S}}$, where $(\alpha_1, \alpha_2)$ satisfy the requirements associated with that property in Table 2 with $\beta \equiv \beta_2 \equiv 1$ (respectively, $\beta, \beta_2 \in \mathcal{L}_{\infty}^{\text{loc}}$), and either of the conditions in (30) hold with $\gamma_0 + \delta_1 \gamma_0 \leq 0$, with $\gamma_0 + \gamma_0 < 0$ for (uniform and non-uniform) global asymptotic stability in the pth mean and with $\kappa \in \mathcal{K}_\infty$ and $\gamma < 0$ for (uniform and non-uniform) global exponential stability in the pth mean.

Proof. Define $W(x) := \exp (\varepsilon (t, k)) V(x)$, where $x = (z, q, \tau, k)$, for which it can be verified that $\mathcal{L} W(x) \leq 0$ for all $x \in C$ and $\Delta W(x) \leq 0$ for all $x \in D$. It follows that, from the initial condition $\zeta = (z, q, \tau_0, k_0)$,
\[
E[V(x(t))] = \exp (-\varepsilon (t, k)) \mathbb{E}[W(x(t))]
\]
\[
\leq \exp (-\varepsilon (t, k)) W(\zeta)
\]
\[
= \exp (-\varepsilon (t + t, k + \ell) + \varepsilon (t, k)) V(\zeta)
\]
\[
\leq \kappa (\exp (\gamma t)) \beta_2 (\tau_0, k_0) \alpha_2 (\|\zeta\|_A) \beta (\zeta).
\]
The claims follow from the properties of $\alpha_2$, $\beta$, $\beta_2$, $\kappa$, and $\gamma$. ■

The next corollary interprets results on uniform global asymptotic stability in the pth mean that appear in Chatterjee and Liberzon (2006b, Theorem 3.15 and Remark 3.18), a paper where a larger program of comparison principles and asymptotic stability with respect to two measures is pursued.

Corollary 7.1 (Average and Reverse Average Dwell-Time Conditions). Let Assumption 2.1 hold and let $\mathcal{A} \subset \mathbb{R}^s$ be closed. The uniform (respectively, non-uniform) version of a stability in the pth mean property for $\mathcal{A}$ listed in Table 2 holds if [26a] and (28)–(29) hold, with $\gamma_0$ and $\gamma_0$ constant, for some $V \in \mathcal{D}_{\mathcal{H}, \mathcal{S}}$, where $(\alpha_1, \alpha_2)$ satisfy the requirements associated with that property in Table 2 with $\beta \equiv \beta_2 \equiv 1$ (respectively, $\beta, \beta_2 \in \mathcal{L}_{\infty}^{\text{loc}}$), and either of the conditions in (30) hold with $\gamma_0 + \delta_1 \gamma_0 \leq 0$, with $\gamma_0 + \gamma_0 < 0$ for (uniform and non-uniform) global asymptotic and global exponential stability in the pth mean. ■

Though it has not been a primary topic of this survey, the conditions of the preceding corollary for global exponential stability in the pth mean can also be used to establish almost sure global exponential stability like in Xiang et al. (2011, Theorems 1–3).

7.3 “Multiple Lyapunov functions” or discrete-time models

Other results use Lyapunov functions but relax the monotonicity conditions [26b]–[26c] in ways that are more general than [28] but that require more knowledge about the behavior of the solutions to the system. This idea manifests itself in different forms, including studying the behavior of equivalent discrete-time models or in the notion of “multiple Lyapunov functions”, which originally appeared in the non-stochastic switched systems literature (Brancik, 1998; DeCarlo et al., 2000); see also Michel et al. (2008). The condition of multiple Lyapunov functions has been extended to switched stochastic systems in Dimarogonas and Kyriakopoulos (2004, Theorem 3) to establish uniform Lyapunov and Lyapunov stability in probability, in Chatterjee and Liberzon (2004, Theorem 3.2) to establish uniform global asymptotic stability in probability, in Chatterjee and Liberzon (2006b, Corollary 3.11) to establish an asymptotic stability in expected value with respect to two measures, and in Filipovic (2009, Theorem 1) to establish exponential stability in the pth mean. See also Wu et al. (2013, §III.F).

In Costa (1990), Costa and Dufour (2008), Davis (1993, §34.3), and Dufour and Costa (1999) the ergodic properties of a piecewise-deterministic Markov process are analyzed by studying the behavior of a discrete-time Markov chain obtained by sampling the process at random times. In Costa (1990) and Davis (1993, §34.2–34.3), those times are the jump times of the process, while in Costa and Dufour (2008) and Dufour and Costa (1999) different random sampling times are used to relax assumptions that are required when the sample times are the jump times. In either case, a correspondence is established between the stationary distributions of the original process and of the discrete-time process (see Costa, 1990, Theorem 3, Costa & Dufour, 2008, Theorem 4.2, and Dufour & Costa, 1999, Theorem 3.5); in turn conditions like those in Meyn and Tweedie (1993) are used to establish recurrence and ergodicity for the discrete-time process and thus for the original process as well. We refer the reader to Costa (1990, Propositions 6 and 7), Costa and Dufour (2008, Section 5), Davis (1993, Theorem 34.41), and Dufour and Costa (1999, Section 4) for example results.

A related stability criterion, for classes of hybrid systems that fit into the piecewise-deterministic Markov process framework, can be found in Abate, Shi, Sicon, and Sastry (2004, Theorems 2.3, 2.4). The criterion involves a contraction condition on the products of the Lipschitz constants of the different flows and reset maps of the system; in the products, these constants are raised to powers that are associated with the steady-state distribution of the irreducible, positive recurrent, Markov chain that drives the system and is independent of the continuous-valued variables.

---

6 The form of the bound in (29) is inspired by Sontag (1998, Lemma 8).
7.4. Results based on the invariance principle


With the exception of Teel (2014b), so far the invariance principle for SHS has required unique solutions that are continuous in probability and Feller and, to the best of the authors’ knowledge, has been developed only for hybrid switching diffusions that satisfy these conditions. The results in Yin and Zhu (2010, §9.4, especially Remark 9.20), which are inspired by Kushner (1968), fall into this category. The inherent difficulties associated with establishing the Feller property for more general SHS have impeded the development of more general results.

A few Lyapunov-based results that address partial convergence have appeared in the SHS literature, such as Liu and Mu (2009, Theorem 4.1) and Yin and Zhu (2010, Theorem 9.7(iii)).

The state-of-the-art in this area leads to the question:

Open Problem 3. Under which (mild) conditions on the data of $H$ does a stochastic invariance principle apply to SHS?

8. Additional components of stability theory

8.1. Robustness and its corollaries

One other prominent feature of stability theory for non-stochastic hybrid systems involves robustness of asymptotic stability for compact sets Goebel et al. (2012, Theorem 7.21) and a myriad of ensuing corollaries such as converse Lyapunov theorems Goebel et al. (2012, Corollary 7.32), a reduction principle Goebel et al. (2012, Corollary 7.24) and robustness to slowly-varying parameters Goebel et al. (2012, Corollary 7.27), slow average-dwell time switching Goebel et al. (2012, Corollary 7.28), singular perturbations (Sanfelice & Teel, 2011), and high-frequency disturbances (Wang, Teel, & Nesic, 2012), to name a few phenomena. With the notable exception of converse Lyapunov theorems, mainly for hybrid switching diffusions and nonlinear jump Markov systems, very few of these robustness corollaries have appeared in the SHS literature. However, rather than casting these corollaries as open problems, we instead focus on more fundamental results related to robustness and converse Lyapunov theorems.

8.2. Converse Lyapunov theorems

8.2.1. Overview

The viewpoint that converse Lyapunov theorems are corollaries of robustness, rather than the other way around, is a recent one, with the possible exception of Kurzweil (1963). The newer viewpoint is prominent in Clarke, Ledyaev, and Stern (1998) and Teel and Praly (2000) for differential inclusions, in Kellett and Teel (2004) for difference inclusions, and in Cai, Teel, and Goebel (2007) and Cai, Teel, and Goebel (2008) for non-stochastic hybrid systems. The older viewpoint stems from the fact that, for systems with continuous dependence on initial conditions, sufficiently smooth Lyapunov functions usually can be constructed without appealing to robustness. In contrast, for systems exhibiting weaker continuity with respect to initial conditions, robustness is usually established first and then used to build smooth Lyapunov functions. It is the older viewpoint that currently pervades the SHS literature, where converse Lyapunov theorems have been established mainly for SHS that satisfy continuity properties like the Feller property Fristedt and Gray (1997, Def. 10, p. 627), in particular, for hybrid switching diffusions and nonlinear jump Markov systems. In the next section, we recall converse Lyapunov theorems that exist in the SHS literature.

8.2.2. Exponential stability in the p-th mean

For hybrid switching diffusions with a constant jump-rate function and with drift and diffusion terms that have continuous and bounded derivatives up to second order, Yuan and Lygeros (2009b, Theorem 2.2) reports that exponential stability in the 2nd mean of the set $A = \{0\} \times Q$, with $Q$ finite, implies the existence of a twice continuously differentiable Lyapunov function satisfying (26a)–(26b) with $\alpha_1, \alpha_2 \in \mathbb{K}^1$, $\rho \in \mathbb{V}$ and with a bounded Hessian and a linearly bounded gradient. This result is extended to systems with bounded, continuous jump-rate functions and exponential stability in the p-th mean in Khasminskii et al. (2007, Theorem 3.8); see also Yin and Zhu (2010, Theorem 7.12). A converse theorem for exponential stability in the 2nd mean for $A := \{0\} \times (I_1 \times \cdots \times I_m)$ (see the end of Section 6.5 above) for impulsive systems driven by renewal processes is given in Antunes et al. (2010, Theorem 6) and Antunes et al. (2013a, Theorem 3) under the assumption that the drift and reset mappings are differentiable and globally Lipschitz; no bound on the gradient of the Lyapunov function is asserted.

The statement of Liu and Mu (2006, Theorem 3.2) attempts to extend Khasminskii et al. (2007, Theorem 3.8) to general stochastic hybrid systems. However, without additional assumptions, exponential stability in the p-th mean does not imply the existence of a twice continuously differentiable Lyapunov function for general stochastic hybrid systems, or piecewise-deterministic Markov processes, as the following examples illustrate. The first example is inspired by Kellett and Teel (2004, “An example”, p. 396).

Example 8.1 (No Robustness and No Continuous Lyapunov Function for a Pure-Jump Continuous-Time Markov Process: a Discontinuous Transition Function) Consider a SHS with $x \in \mathbb{R}$, drift term $f(x) \equiv 0$, diffusion term $h(x) \equiv 0$, jump-rate function $\lambda(x) \equiv 1$, flow set $C = \mathbb{R}$, jump set $D = \mathbb{Z}$, and transition function $R$ satisfying $R(x, g(x)) = 1$ for all $x \in \mathbb{R}$ where, as illustrated in Fig. 6, $g(x) \equiv 0$ for all $x \leq 0$ and $g(x) \equiv (1/2)^{\lfloor x \rfloor}$ for $x > 0$ where $i : \mathbb{R}_{\geq 0} \to \mathbb{Z}$ is given as $(x) := i := (1/2)^{\lfloor x \rfloor} - (1/2)^{\lfloor x \rfloor - 1}$. Hence $\mathbb{P}([x] = k) \leq 1$ for all $x \in \mathbb{R}$; hence $\mathbb{P}([x] = k) \leq 1$ for all $x \in \mathbb{R}$ and uniformly bounded Lagrange and uniformly Lyapunov stability of the origin ensues. Next, with $S := \bigcup_{k \in \mathbb{Z}} (1/2)^k$, it follows that $g(x) = 0.5x$ for all $x \in S$ and that the solution enters and remains in $S$ after one jump. Hence, after $m \in \mathbb{Z}_{\geq 0}$ jumps from the initial condition $x$, the magnitude of the solution is bounded by $(1/2)^{m-1}|x|$. The number of jumps in the interval $[0, t]$, denoted $m(t)$, has the Poisson distribution $\mathbb{P}(m(t) = k) = e^{-T/4}/k!$ (see Davis, 1993, §21.4). It follows that $\mathbb{E}[|x(t)|^p] \leq 2e^{-t/2}|x|^p$ for all $p > 1$, $t > 0$ and $x \in \mathbb{R}$, and, for $T \geq 1$, $\mathbb{P}(\sup_{t \leq T} |x(t)| \leq (1/2)^{k-1}|x|) \geq \mathbb{P}(m(t) \geq k) \geq 1 - \sum_{i=0}^{k-1} e^{-T/4}/i! \geq 1 - ke^{-T/4}$. Thus the origin
is globally exponentially stable in the $p$th mean and uniformly globally asymptotically stable in probability.

Suppose there exist a continuous function $V : \mathbb{R} \rightarrow \mathbb{R}_{>0}$ and $c > 0$ such that $\int_0^t V(y)R(x, dy) - V(x) \leq -c$ for all $x \in [1, 2]$. Consider a sequence $x_i \in (1, 2]$ with $\lim_{i \rightarrow \infty} x_i = 1$ and note that $\lim_{i \rightarrow \infty} g(x_i) = 1$ (though $g(1) = 1/2$). Then
\[-c \geq \lim_{i \rightarrow \infty} \left( \int_0^t V(y)R(x_i, dy) - V(x_i) \right) = \lim_{i \rightarrow \infty} (V(g(x_i)) - V(x_i)) \]
which is impossible since the continuity of $V$ makes the last limit equal to zero. ■

The next example is inspired by Cai, Tee et al. (2008, Example 6.1).

**Example 8.2** (No Robustness and No Continuously Differentiable Lyapunov Function for a General SHS or Piecewise-Deterministic Markov Process with Smooth Data). Let two positive real numbers $c_1 < c_2$ be given. Consider a SHS with $x \in \mathbb{R}^2$, a diffusion term $h(x) \equiv 0$ and a jump-rate function $\lambda(x) \equiv 0$. The drift term is $f(x) := (x_2, -x_1)^T - \eta(x)x$ where $\eta : \mathbb{R}^2 \rightarrow \mathbb{R}_{>0}$ is a smooth function such that $\eta(x) = 0$ for $\sqrt{x_1^2 + x_2^2} \geq 2c_1$ and $\eta(x) = 1$ for $\sqrt{x_1^2 + x_2^2} \leq c_1$. As illustrated in Fig. 7, define $E^1 := E^0 \cup E^1_1$ where $E^0 := \{x \in \mathbb{R}^2 : \sqrt{x_1^2 + x_2^2} \geq 2c_1\}$, $E^1_1 := \mathbb{R}^2 \setminus (E^0 \cup 2c_1 \mathbb{B}^2)$ and $E^1_2 := \{x \in \mathbb{R}^2 : \sqrt{x_1^2 + x_2^2} \leq c_1\}$. For the general stochastic hybrid systems framework, take $\mathcal{C} := E^0$ and $\mathcal{D} = \partial \mathcal{C}$. For the piecewise-deterministic Markov process framework, $\mathcal{C}$ is the union of $E^0$ and three pieces of the boundary of $E^1$: (1) the boundary of $E^0_0$, (2) the small semi-circle, excluding the endpoints, on the bottom half of the circle of radius $c_1 - c_1$ centered at $(c_1 + c_2, 0)$, (3) the semi-circle, excluding the endpoints, on the top half of the circle of radius $c_2 - c_2$ centered at $(-c_1 - c_2, 0)$; $\mathcal{D}$ is the union of two pieces of the boundary of $E^1$: (1) the small semi-circle, excluding the endpoints, on the top half of the circle of radius $c_2 - c_2$ centered at $(c_1 + c_2, 0)$, (3) the semi-circle, excluding the endpoints, on the bottom half of the circle of radius $c_2 - c_2$ centered at $(-c_1 - c_2, 0)$. In either case, the transition function satisfies $R(x, 0) = 1$ for all $x \in \mathcal{D}$.

Note the this system actually has no stochastic component and each solution has just one jump; that jump is to the origin and occurs within the first $2\pi$ seconds. The solutions satisfy $|x(t)| \leq \exp(2\pi t) \exp(-t)|x_0|$ for all $x \in \mathcal{C}$ and $t \geq 0$. Thus the origin is globally exponentially stable (in the $p$th mean) and uniformly globally asymptotically stable (in probability). Suppose there exists a continuously differentiable function $V$ such that $(\nabla V(x), f(x)) < 0$ for all $x \in \mathcal{E}_1$. By continuity of $f$ and $\nabla V$ and the definition of $\mathcal{E}_1$, this implies that there exists $c > 0$ such that $(\nabla V(x), f(x)) \leq -c$ for all $x$ in the circle of radius $2c_1$ as well as the circle of radius $2c_2$. But since these circles are invariant under the flow $\tilde{x} = f(x)$, this is a contradiction. ■

**8.3. Asymptotic stability and recurrence**

To the best of the authors’ knowledge, the only converse Lyapunov theorem for asymptotic stability in probability or recurrence for SHS in the literature is the converse theorem on positive recurrence for hybrid switching diffusions contained in Yin and Zhu (2010, Theorem 3.25); that theorem states that positive recurrence implies the existence of a twice continuously differentiable function $V \in \mathcal{D}(\mathcal{X}, \mathcal{S})$ satisfying (26a)–(26b), with equality in (26b) in fact, with $(\alpha_1, \alpha_2, \rho)$ satisfying the conditions for positive recurrence in Table 3. We have not seen Kushner (2014, Theorem 7.8) extended to SHS.

**8.4. State-of-the-art**

To the best of our knowledge, no (correct) converse Lyapunov theorems exist for SHS where the jump set $\mathcal{D}$ is nonempty. For non-stochastic hybrid systems, that asymptotic stability of a compact set implies the existence of a smooth Lyapunov function has been established only recently Cai, Tee et al. (2008); a key idea in the construction is robustness Cai et al. (2007). Thus, it seems logical that a similar approach will be needed for developments for SHS as well; robustness is discussed in more detail in the next section. There is much work to be done on converse Lyapunov theorems for SHS, as summarized in the following question.

**Open Problem 4.** Under which (mild) conditions on the data of $\mathcal{H}$ is does uniform global asymptotic stability (either in probability or in the $p$th mean) of a compact set, or uniform recurrence or positive recurrence of an open bounded set, guarantee the existence of a smooth Lyapunov function? ■

**8.5. A formulation of the robustness problem**

The problem of robustness, without assuming the existence of a Lyapunov function for the nominal system, has not been discussed in the SHS literature to the best of the authors’ knowledge. We now formulate a version of this problem using a robustness characterization motivated by one that has proved to be very useful for non-stochastic hybrid system Goebel et al. (2012, §7.3, 7.4). Given a SHS with data $\mathcal{H} := (\mathcal{C}, (f, h), (\lambda, R), D, R_0)$ and a continuous function $\rho : \mathcal{C} \cup \mathcal{D} \rightarrow \mathbb{R}_{>0}$, we characterize $\rho$-inflated data as follows: let $a(x) := h(x)h(x)^T$ for all $x \in \mathcal{C}$, suppose the functions $g_C : \mathcal{C} \times \mathbb{R}^m \rightarrow \mathcal{C}$ and $g_D : \mathcal{D} \times \mathbb{R}^m \rightarrow \mathcal{C}$ are measurable in their second argument and the distribution function $\mu : \mathfrak{M}(\mathbb{R}^m) \rightarrow [0, 1]$ is such that (see Davis, 1993, Corollary 23.4)
The problems have a reasonable answer for non-stochastic hybrid systems, which is that the data should satisfy the hybrid basic conditions of Goebel et al. (2009, (A1)–(A3), p. 43), Goebel and Teel (2006, (A0)–(A4), pp. 575, 580), or Goebel et al. (2012, Assumption 6.5); see Goebel et al. (2012, Theorem 7.21). It has a similar answer for stochastic difference inclusions Subbarao and Teel (2013), Teel, Hespanha, and Subbaraman (2014).

(2) At least for the stochastic hybrid inclusions of (16) with data \((C, F, D, G)\) satisfying the stochastic hybrid basic conditions of Teel (2013, Assumptions 1–2, p. 5), if there exists a continuous differentiable Lyapunov function \(V\) that establishes asymptotic stability of a compact set \(A\) or recurrence of an open, bounded set \(\Theta\) for \((C, F, D, G)\) then there exists a perturbation function \(\rho\) of the type considered in the open problems for which \(V\), or \(\kappa(V)\) with \(\kappa\) an appropriate concave function in class \(K_{\infty}\), remains a Lyapunov function that establishes asymptotic stability of \(A\) or recurrence of \(\Theta\) for \((C_\rho, F_\rho, D_\rho, G_\rho)\), where this inflated data is defined as above; see Teel (2013, Theorem 4.6).

(3) The robustness requested in Open Problem 5 is closely connected to the type that guarantees the existence of a smooth Lyapunov function for asymptotic stability in probability or for recurrence for stochastic difference inclusions; see Subbarao and Teel (2013) and Teel et al. (2014).

On the other hand, neither the global exponential stability in the pth mean nor the uniform global asymptotic stability in probability of the origin in Examples 8.1 and 8.2 is robust in the sense requested in Open Problem 5.

For Example 8.1, this can be seen by keeping the data the same except for the transition function \(R\) which is changed by changing the mapping \(g\). For each continuous, positive definite function \(\rho\), the mapping \(g_\rho\) where \(g_\rho(x) = 0\) for all \(x \leq 0\), and \(g_\rho(x) = (1/2)^{i(x)}\) where \(i(x) := i\) for all \(x \in \{1/2\}^i\) satisfies \(g_\rho(x) = g_{C_\rho}(x)\) for all \(x \in \mathbb{R}\); yet \(g_{C_\rho}((1/2)^i) = (1/2)^{i+1}\) for all \(i \in \mathbb{Z}\), which precludes global exponential stability in the pth mean and uniform global asymptotic stability in probability for the modified system.

For Example 8.2, this can be seen by keeping the data the same except for the sets \(C\) and \(D\) which are changed by changing the set \(E_2\). For each continuous, positive definite function \(\rho\), there exists \(\epsilon > 0\) such that with \(E_\epsilon\), and subsequently \(\tilde{C}\) and \(\tilde{D}\), defined in terms of \(E_2\) in (31)–(32) of the original data convergence to the original data in a graphical sense Rockafellar and Wets (1998, §§5.E); thus the constraints (33)–(34) force the new data to approach the original data in this sense.

**Open Problem 5.** Under which (mild) conditions on the data of \(H\) does

- uniform global asymptotic stability of a compact set \(A\) imply the existence of a continuous function \(\rho : \mathbb{R}^n \to \mathbb{R}_{>0}\) that is positive definite with respect to \(A\) such that \(A\) is uniform globally asymptotically stable for each system \(H\) with \(\rho\)-inflated data;
- uniform recurrence (respectively, positive recurrence) of an open bounded set \(\Theta\) imply the existence of a continuous function \(\rho : \mathbb{R}^n \to \mathbb{R}_{>0}\) that is positive on \(\mathbb{R}^n\), such that \(\Theta\) is uniformly recurrent (respectively, positive recurrent) for each system \(H\) with \(\rho\)-inflated data.

Three observations make these problems reasonable.

(1) The problems have a reasonable answer for non-stochastic hybrid systems, which is that the data should satisfy the hybrid basic conditions of Goebel et al. (2009, (A1)–(A3), p. 43), Goebel and Teel (2006, (A0)–(A4), pp. 575, 580), or Goebel et al. (2012, Assumption 6.5); see Goebel et al. (2012, Theorem 7.21). It has a similar answer for stochastic difference inclusions Subbarao and Teel (2013), Teel, Hespanha, and Subbaraman (2014);
Open Problem 6. For the SHS of Section 2.2, under which (mild) assumptions can Feller-like continuity properties be established and exploited to generate robustness results? When such properties fail, is there a reasonable notion of a generalized solution that leads to useful sequential compactness properties?

Sequential compactness properties for solutions of (16) have been pursued in Teel (2014c).

9. Conclusion

Stochastic hybrid systems (SHS) cover a wide range of models that have appeared in the literature. They address situations where the continuous evolution is stochastic, via a stochastic differential equation, and for which random jumps in the state vector may occur spontaneously and also due to the state reaching a boundary in the state space. This modeling class is very rich and covers many interesting applications. While basic sufficient conditions for stability, usually expressed in terms of Lyapunov functions, are well understood, other questions pertaining to stability theory for these systems remain unanswered. Some of these questions include asking when a non-uniform stability property implies the corresponding uniform stability property, when a general invariance principle can be applied to establish asymptotic stability, when asymptotic stability or recurrence imply the existence of a smooth Lyapunov function, when asymptotic stability or recurrence imply that this property holds robustly, and what sequential compactness results are reasonable in order to establish robustness for general SHS. Many of the above questions are relatively easy to answer with continuity properties like the Feller property, but the latter is not generic for SHS. There are many cues to be taken from recent results in the non-stochastic hybrid systems literature. With those results serving as inspiration, we anticipate that many of the open questions posed here will be resolved within the next five years. We also speculate, based on avenues of progress for non-stochastic hybrid systems, that a very productive path toward this end will involve pursuing the research questions posed by the class of stochastic hybrid inclusions in (16) and its generalizations.
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