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Abstract

Advancement in sensing technology is introducing new sensors that can provide information that was not available before. This creates many opportunities for the development of new control systems. However, the measurements provided by these sensors may not follow the classical assumptions from the control literature. As a result, standard control tools fail to maximize the performance in control systems utilizing these new sensors. In this work we formulate new assumptions on the measurements applicable to new sensing capabilities, and develop and analyze control tools that perform better than the standard tools under these assumptions. Specifically, we make the assumption that the measurements are quantized. This assumption is applicable, for example, to low resolution sensors, remote sensing using limited bandwidth communication links, and vision-based control. We also make the assumption that some of the measurements may be faulty. This assumption is applicable to advanced sensors such as GPS and video surveillance, as well as to remote sensing using unreliable communication links.

The first tool that we develop is a dynamic quantization scheme that makes a control system stable to any bounded disturbance using the minimum number of quantization regions. Both full state feedback and output feedback are considered, as well as nonlinear systems. We further show that our approach remains stable under modeling errors and delays. The main analysis tool we use for proving these results is the nonlinear input-to-state stability property. The second tool that we analyze is the Minimum Sum of Distances estimator that is robust to faulty measurements. We prove that this robustness is maintained when the measurements are also corrupted by noise, and that the estimate is stable with respect to such noise. We also develop an algorithm to compute the maximum number of faulty measurements that this estimator is robust to. The last tool we consider is motivated by vision-based control systems. We use a nonlinear optimization that is taking place over both the model parameters and the state of the plant in order to estimate these quantities. Using the example of an automatic landing controller, we demonstrate the improvement in performance attainable with such a tool.
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Chapter 1

Main Introduction

Most control systems require feedback information in order to compensate for the unknowns in the system. In general these unknowns include the initial conditions, external disturbance, unmodeled dynamics, and delays. The most common type of feedback studied in the literature is output feedback corrupted by additive Gaussian noise. Classic sensors that measure the quantity of interest directly, such as ammeter, voltmeter, gyroscopes and accelerometers, and are located next to the controller, produce this type of feedback. Notable popular estimators for this type of feedback are the Luenberger Observer and the Kalman Filter, the latter being optimal under certain conditions. However, with the introduction of new types of advanced sensors and sensing capabilities, the classic assumptions on the feedback no longer hold and new types of feedback with different characteristics need to be dealt with. In this work we consider these new types of feedback and show that, by using new estimators that we develop, better performance can be achieved.

Specifically, we consider feedback that is:

**Quantized:** While the state is assumed to take values in a continuum (usually $\mathbb{R}^n$), the feedback available to the controller can take at most a finite number of different values. This implies that the state space is divided into a finite number of subsets, each corresponding to one feedback value. Two different valuations of the state in the same subset are indistinguishable given a single feedback measurement. Furthermore, while the state may evolve either continuously or discretely in time, the feedback is always discrete — there is only a finite number of feedback measurements in any given time interval.

**Faulty:** The feedback contains both faulty and noisy measurements. The noise affects all the measurement while only a small subset of the measurements is faulty. Faulty measurements, however, can be arbitrarily corrupted and there is no explicit indication that these measurements are faulty.

Motivation for these types of feedback is as follows. Many if not most control systems suffer some degree of quantization. Essentially every use of a digital controller incurs quantization due to the limited binary representation of real valued numbers and finite clock rate. The effects of this quantization, however, are usually, but not always, small relative to the other noises in the system and can therefore be neglected. In
addition to the digitization as a source of quantization, we identify two other main sources of quantization. The first source is limited data rate in the communication link connecting the sensors to the controller. The second source is the sensors themselves. A typical example, one that we will study in more detail here, is a video camera with a finite number of pixels and a finite capture rate. In general, any sensor with a specified resolution, range of operation, and sampling frequency is essentially a quantizer. These two sources of quantization can be much more significant than the quantization due to the digitization, in which case they cannot be neglected.

Corrupted measurements are usually associated with occasionally failing sensors that do not send any indication when they fail. Corruption may also occur when the assumptions by which the sensors operate fail to hold. For example, with a GPS sensor it is assumed that the signal arrives directly from the satellite and not after being reflected from surrounding objects. This assumption, however, may not always hold. Another example is when the sensor is a camera, and the quantities of interest need to be extracted from the image using a computer vision algorithm. Such algorithms, whose reliability is generally much lower than that of classic sensors, may misinterpret the image and produce erroneous results. Finally, communication links that need to transmit the feedback information from the sensors to the controller may become less reliable as the bandwidth is increased and fewer correction bits are used.

Our goal here is to still be able to compensate for the unknowns in the system, while relying on these new types of feedback. In general we seek to achieve stability with respect to the unknowns — the deviation of the system response from the desired response should be comparable to the deviation of the unknown signals or parameters from their nominal values. Naturally we also want to minimize the deviation of the system response from the desired one given the unknowns in the system. In the case of faulty sensors, we also want to achieve robustness — no matter how corrupted the faulty measurements are, the response of the system should be independently bounded.

We start by developing a controller that mitigates the effects of quantization using dynamic quantization. We continue with analyzing an estimator that is robust to faulty measurements. And we finish by designing a controller for a vision-based control system.

1.1 Organization of this Thesis

The following are more detailed summaries of each chapter:

In Chapter 2 we consider the problem of achieving input-to-state stability (ISS) with respect to external disturbances for control systems with quantized measurements. Quantizers considered in this chapter
have an adjustable “center” and “zoom” parameters. Both the full state feedback and the output feedback cases are considered. Similarly to previous techniques from the literature, our proposed controller switches repeatedly between “zooming out” and “zooming in.” However, here we use two modes to implement the “zooming in” phases, which gives us the important benefit of using the minimal number of quantization regions. Our analysis is trajectory-based and utilizes a cascade structure of the closed-loop hybrid system. We further show that the control system remains stable under modeling errors and delays in the plant dynamics using a specially adapted small-gain theorem. The main results are developed for linear systems, but we also discuss their extension to nonlinear systems under appropriate assumptions. These results were also published in [57, 58, 60, 59].

In Chapter 3 we consider the problem of estimating a state $x$ from noisy and corrupted linear measurements $y = Ax + z + e$, where $z$ is a dense vector of small-magnitude noise and $e$ is a relatively sparse vector whose entries can be arbitrarily large. We study the behavior of the $\ell^1$ estimator $\hat{x} = \arg\min_x \|y - Ax\|_1$, and analyze its breakdown point with respect to the number of corrupted measurements $\|e\|_0$. We show that the breakdown point is independent of the noise. We introduce a novel algorithm for computing the breakdown point for any given $A$, and provide a simple bound on the estimation error when the number of corrupted measurements is less than the breakdown point. As a motivating example, we apply our algorithm to design a robust state estimator for an autonomous vehicle, and show how it can significantly improve performance over the Kalman filter. These results were also published in [62].

In Chapter 4 we consider a class of control systems where the plant model is unknown and the feedback contains only partial quantized measurements of the state. We use a nonlinear optimization that is taking place over both the model parameters and the state of the plant in order to estimate these quantities. We propose a computationally efficient algorithm for solving the optimization problem, and prove its convergence using tools from convex and non-smooth analysis. We demonstrate the importance of this class of control systems, and our method of solution, using the following application: A fixed wing airplane that follows a desired glide slope on approach to landing. The only feedback is from a camera mounted at the front of the airplane and focused on a runway of unknown dimensions. The quantization is due to the finite resolution of the camera. Using this application, we also compare our method to the basic method prevalent in the literature, where the optimization is only taking place over the plant model parameters. These results were also published in [61].

In Chapter 5 we provide additional results which were obtained as part of the investigations reported in
the other chapters, but which have not reached sufficient maturity to be reported as separate chapters or to be included in any of the other chapters.
Chapter 2

Input to State Stabilizing Controller for Systems with Coarse Quantization

2.1 Introduction

We refer the reader to the main introduction of this thesis for the motivation behind the study of quantized feedback. The study of the influence of quantization on the behavior of feedback control systems can be traced back at least to [27]. In the literature on quantization, the quantized control system is typically regarded as a perturbation of the ideal (unquantized) one. Two principal phenomena account for changes in the system’s behavior caused by quantization. The first one is saturation: if the quantized signal is outside the range of the quantizer, then the quantization error is large, and the system may significantly deviate from the nominal behavior (e.g., become unstable). The second one is deterioration of performance near the target point (e.g., the equilibrium to be stabilized): as this point is approached, higher precision is required, and so the presence of quantization errors again distorts the properties of the system. These effects can be precisely characterized using the tools of system theory, specifically, Lyapunov functions and perturbation analysis; see, e.g., [43, 11, 4] for results in this direction. We refer to this line of work as the “perturbation approach.” The more recent work [31], also falling into this category, is particularly relevant because it reveals the importance of input-to-state stability—a concept we define below—for characterizing the robustness of the controller to quantization errors for general nonlinear systems.

An alternative point of view which this chapter takes, pioneered by Delchamps [11], is to regard the quantizer as an information-processing device, i.e., to view the quantized signal as providing a limited amount of information about the real quantity of interest (system state, control input, etc.) which is encoded using a finite alphabet. This “information approach” seems especially suitable in modern applications such as networked and embedded control systems. The main question then becomes: how much information is really needed to achieve a given control objective? In the context of stabilization of linear systems, one can explicitly calculate the minimal information transmission rate that will dominate the expansiveness of the underlying system dynamics. Results in this direction are reported in [75, 4, 44, 50, 1, 32] and in the papers cited in the next paragraph; see also [34, 46, 9, 28] for extensions to nonlinear systems.
All the aforementioned works only addressed stability in the absence of external disturbances. The papers that did address the issue of external disturbances are cited below. They differ mainly in the stability property they aim to achieve, and in their assumptions on the external disturbance. Papers [22], [70] and [38] designed a controller which guarantees stability only for a disturbance whose magnitude is lower than some known value. In the paper [45] mean square stability in the stochastic setting is obtained by utilizing statistical information about the disturbance (a bound on its appropriate moment). The paper [39] designed a controller with which it is possible to bound the plant’s state in probability. With the expense of one additional feedback bit, no further information about the disturbance is required. Note that these two latter papers use (and prove) stochastic stability notions. All of these papers followed the information approach. Deterministic stability for a completely unknown bounded disturbance was initially shown in [35]. By generalizing the perturbation approach of [4, 31], the deterministic stability property achieved in [35] is input-to-state stability (ISS) which, apart from ensuring a bounded state response to every bounded disturbance, also ensures asymptotic stability (convergence to the origin) when the disturbance converges to zero. The approach of [35] was also shown to produce $\ell_2$ stability in [28] (also, [29]).

In this chapter we also address the problem of achieving ISS for deterministic systems and completely unknown disturbance. In contrast to [35], which followed the perturbation approach, our first and main contribution here is that we do this following the information approach. The main advantage of using the information approach is that it requires fewer, possibly many fewer, quantization regions, which also translates to lower data rate. As a result, a better understanding is achieved of how much information is required for ISS disturbance attenuation. In fact, when all state variables are observed (quantized state feedback) we are able to achieve a data rate which can be arbitrarily close to the minimal data rate required for stabilization with no disturbance. We stress that following the information approach and not the perturbation approach necessitates significantly different design and analysis tools than what is described in [35].

Our second contribution is that we also consider the case where the state space is only partially measured, the situation commonly referred to as output feedback. This is a significant generalization of the approach described in [32], where only a specific observer was given and no disturbances were considered. The papers [45], [39] and [9] do formulate a system with output feedback, but it is assumed there that a state estimate is generated before the quantization is applied ([9] does not deal with disturbances). Here we generate the state estimate from the quantized measurements. We argue that this setting is much more reasonable when the quantization is due to physical or practical constraints on the sensor (as opposed to just a data rate constraint); refer to Remark 2.2.2 for more details. We emphasize that our results are novel even for the state feedback case.
Our third contribution, which was not discussed in any of the previous papers, is stability to modeling errors where the system model is known only approximately, and may also vary over time. We show that under small enough modeling errors the system remains ISS in a local practical sense. We prove this stability result using a specially adapted small-gain theorem.

Our fourth contribution is an extension to the case where (possibly time-varying) delays are present in addition to state quantization. Although we assume there are no external disturbances when dealing with delays, we do rely on the ISS property which we establish here after we show that error signals which arise due to delays can be regarded as external disturbances. The ISS small-gain analysis employed here to deal with delays is similar in spirit to that used in [33], but it becomes more challenging due to the dynamics of the quantizer which are necessary to achieve minimal data rate (in [33] only a static quantizer was considered). We also restrict ourselves to linear plant dynamics in the context of delays, but our method is nonlinear in nature and we expect it to naturally extend to suitable nonlinear systems along the lines of §2.6. Among other noteworthy references dealing with quantization and delays, using approaches different from ours, we mention [19], [10], and [54]. The first two of these papers employ Lyapunov-Krasovskii functionals for linear and nonlinear systems, respectively, while the last one handles nonlinear systems by sending time information along with the encoded state.

The chapter is organized as follows. In §2.2.1 we define the system and the specific quantizer we will use. In §2.2.2 we define the desired stability property, an extension of the ISS property. In §2.3 we present the proposed controller. In §2.4 we state and prove our main results pertaining to the first three contributions. In §2.5 we show that we can arbitrarily approach the minimum data-rate for the unperturbed system. In §2.6 we show how our results can be extended to nonlinear systems. And, finally, in §2.7 we state and prove the results pertaining to delays. In §2.8 we show that the small-gain theorem applies to our modified ISS notion. We defer to §2.9 the proofs of our technical lemmas.

2.2 Problem Statement

2.2.1 System Definition

The continuous-time dynamical system we are to stabilize is as follows \((t \in \mathbb{R}_{\geq 0})\):

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + Dw(t) \\
y(t) &= Cx(t)
\end{align*}
\] (2.1)
where \( x \in \mathbb{R}^{n_x} \) is the state, \( u \in \mathbb{R}^{n_u} \) is the control input, \( w \in \mathbb{R}^{n_w} \) is an unknown disturbance, and \( y \in \mathbb{R}^{n_y} \) is the measured output \( (n_y \leq n_x) \).

While \( y \) is what the sensors measure, we assume that the information available to the controller is \( z : \{kT_s | k \in \mathbb{Z}_{\geq 0}\} \rightarrow \mathbb{R}^{n_y} \), which is a sampled and quantized version of \( y \):

\[
z(kT_s) = Q(y(kT_s); c(kT_s), \mu(kT_s))
\]

(2.2)

where \( Q \) is a quantization function and \( T_s > 0 \) is the time-sampling interval. The quantization parameters, \( c : \{kT_s | k \in \mathbb{Z}_{\geq 0}\} \rightarrow \mathbb{R}^{n_y} \) and \( \mu : \{kT_s | k \in \mathbb{Z}_{\geq 0}\} \rightarrow \mathbb{R}_{>0} \), are generated by the controller. For convenience we will use the notation \( z_k = z(kT_s) \), and similarly for other variables, so (2.2) becomes \( z_k = Q(y_k; c_k, \mu_k) \).

We refer to the special case where \( C = I \), the identity matrix, as the quantized state feedback problem. We refer to the general case where \( C \) is arbitrary as the quantized output feedback problem.

We will present our results using the following (square) quantizer. We assume \( N \) is an odd number, \( N \geq 3 \), which counts the number of quantization regions per observed dimension. The quantizer is denoted by \( (Q_1, \ldots, Q_{n_y})^T = Q(y; c, \mu) \) where each scalar component is defined as follows (see Figure 2.1 for an illustration):

\[
Q_i(y; c, \mu) \doteq c_i + \begin{cases} 
(-N + 1)\mu & y_i - c_i \leq (-N + 2)\mu \\
(-N + 3)\mu & (-N + 2)\mu < y_i - c_i \leq (-N + 4)\mu \\
\vdots & \vdots \\
0 & -\mu < y_i - c_i \leq \mu \\
\vdots & \vdots \\
(N - 3)\mu & (N - 4)\mu < y_i - c_i \leq (N - 2)\mu \\
(N - 1)\mu & (N - 2)\mu < y_i - c_i.
\end{cases}
\]

(2.3)

We will refer to \( c \) as the center of the quantizer, and to \( \mu \) as the zoom factor. Note that what will actually be transferred from the quantizer to the controller will be an index to one of the quantization regions. The controller, which either generates the values \( c \) and \( \mu \) or knows the rule by which they are generated,\(^1\) will use this information to convert the received index to the value of \( Q \) as given in (2.3).

Remark 2.2.1. All of our results, except for those in §2.5, actually apply to a more general family of

\(^1\)The quantization parameters \( c \) and \( \mu \) can be available to the sensors (or the sensor side of the communication link) depending on the source of quantization. When the source of quantization is the communication, and there is sufficient computation capability on the sensor side of the communication link, the quantization parameters \( c \) and \( \mu \) may be generated simultaneously on both sides of the communication link. When the source of quantization is the sensors, these quantities can be generated by the controller only and then sent to the sensors.
Figure 2.1: Illustration of the quantizer for the two-dimensional output subspace, $N = 5$. The dashed lines define the boundaries of the quantization regions. The black dots define the quantization values.

quantizers. For an arbitrary quantizer, we denote by $Q(c, \mu)$ the (finite) set of possible values of $Q(\cdot; c, \mu)$.

A quantizer belongs to the family of quantizers to which our results apply if there exist real numbers $M > 1$ and $0 \leq H \leq N - 1$ such that for all $y$, $c$ and $\mu$ there exists a set $Q_{\text{INT}}(c, \mu) \subset Q(c, \mu)$ for which the following implications hold:

\begin{align}
|y - c| < M\mu & \Rightarrow |Q(y; c, \mu) - y| < \mu \quad (2.4) \\
|y - c| < (M - H)\mu & \Rightarrow Q(y; c, \mu) \in Q_{\text{INT}}(c, \mu) \quad (2.5) \\
Q(y; c, \mu) \in Q_{\text{INT}}(c, \mu) & \Rightarrow |Q(y; c, \mu) - y| < \mu. \quad (2.6)
\end{align}

It is easy to see that the square quantizer above belongs to this family with $M = N$, $H = 2$ and with $Q_{\text{INT}}(y; c, \mu) = \{(c_1 + q_1\mu, \ldots, c_n + q_n\mu) | q_i \in [-N + 3, -N + 5, \ldots N - 3], \forall i \}$ when the $\infty$-norm is considered.

**Remark 2.2.2.** In the literature on quantization there appear to be two different methods of positioning the partial measurement constraint (output feedback) in the feedback loop. One approach, followed by [45], [39] and [9], assumes that while not all the state variables are observed, those that are observed are measured continuously. These continuous measurements are fed into an observer which generates a state estimate. This state estimate is sent through a communication link to the controller (and thus has to be quantized).

The second approach, followed by [32] and this chapter, assumes that the measurements of the observed state variables are quantized, and from these quantized measurements a state estimate needs to be generated.

The reason for having two approaches is the different possible sources of quantization: Both approaches can handle the case when the communication is the source of quantization; however, only the second approach can handle the case when the sensors are the source of quantization.

In this chapter we will use the $\infty$-norm unless otherwise specified. For vectors, $|x| \triangleq |x|_{\infty} \triangleq \max_i |x_i|$. 
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For continuous-time signals, \( \|w\|_{[t_1, t_2]} = \max_{t \in [t_1, t_2]} |w(t)| \), \( \|w\| = \|w\|_{[0, \infty)} \). For discrete-time signals, \( \|z\|_{\{k_1, \ldots, k_2\}} = \max_{k \in \{k_1, \ldots, k_2\}} |z_k| \), \( \|z\| = \|z\|_{\{0, \ldots, \infty\}} \). For matrices we use the induced norm corresponding to the specified norm (\( \infty \)-norm if none specified). For piecewise continuous signals we will use the superscripts + and − to denote the right and left continuous limits, respectively: \( x^+_k = x^+(kT_s) = \lim_{t \to kT_s^+} x(kT_s + t) \), \( x^-_k = x^-(kT_s) = \lim_{t \to kT_s^-} x(kT_s + t) \).

2.2.2 Desired Stability Property

Ideally we would want our closed-loop system to be asymptotically stable. In the presence of a non-vanishing disturbance, even linear state feedback systems without quantization cannot be driven asymptotically to the origin. Therefore, we aim for a weaker property: that the system be bounded and converge to a ball around the origin whose size depends on the magnitude of the disturbance. Furthermore, when the disturbance vanishes, we expect to recover asymptotic stability. This desired behavior is encapsulated by the (global) ISS property, originally defined in [63] as follows:

\[
|x(t)| \leq \beta (|x(t_0)|, t - t_0) + \gamma (\|w\|_{[t_0, t]}), \quad \forall t \geq t_0 \geq 0
\]  

(2.7)

where \( \gamma \) is a function of class \( K_\infty \) and \( \beta \) is a function of class \( KL^2 \).

In addition to the original state variables, \( x \), the closed-loop system will contain other variables. Of these additional variables, the zoom factor in particular will not exhibit an ISS relation with respect to the disturbance. We refer the reader to the discussion in [35, §III.B] which explains why it is hard and probably impossible to have both the original state and the zoom factor exhibit an ISS relation with respect to the disturbance. Nevertheless, the value of the zoom factor at an arbitrary initial time will affect the ISS relation between the disturbance and the state. Therefore, the property that we will achieve, which we refer to as parameterized input-to-state stability, is defined as:

\[
|x(t)| \leq \beta (|x(t_0)|, t - t_0; \mu(t_0)) + \gamma (\|w\|_{[t_0, t]}; \mu(t_0)), \quad \forall t \geq t_0 \geq 0
\]

\[
\mu(t) \leq \delta (\|x\|_{[t_0, t]}; \mu(t))
\]  

(2.8)

where the functions \( \beta (\cdot, \cdot; \mu) \) and \( \gamma (\cdot; \mu) \) are of class \( KL \) and class \( K_\infty \), respectively. We say that a function \( \beta (\cdot, t; \mu) \) is of class \( KL \) when, as a function of its first two arguments with the third argument fixed, it is of class \( KL \), and it is a continuous function of its third argument when the first two arguments are fixed. We

---

2A function \( \alpha : [0, \infty) \to [0, \infty) \) is said to be of class \( K \) if it is continuous, strictly increasing, and \( \alpha(0) = 0 \). A function \( \alpha : [0, \infty) \to [0, \infty) \) is said to be of class \( K_\infty \) if it is of class \( K \) and also unbounded. A function \( \beta : [0, \infty) \times [0, \infty) \to [0, \infty) \) is said to be of class \( KL \) if \( \beta(\cdot, t) \) is of class \( K \) for each fixed \( t \geq 0 \) and \( \beta(s, t) \) decreases to 0 as \( t \to \infty \) for each fixed \( s \geq 0 \).
say that a function $\gamma(\nu; \mu)$ if of class $K_{\infty}$ when as a function of its first argument with the second argument fixed, it is of class $K_{\infty}$, and it is a continuous function of its second argument when the first argument is fixed.

In the case of modeling errors, even this cannot in general be achieved. Namely, we cannot achieve a global result, only a local one; furthermore, even with no external disturbance, the system will only be practically stable, not asymptotically stable. The weaker result we do achieve in the case of modeling error is \textit{local practical input-to-state stability}: There exist $x_{\text{max}}$, $w_{\text{max}}$ and $\delta_{A,\text{max}}$ such that if $\delta_A \leq \delta_{A,\text{max}}$ where $\delta_A \in \mathbb{R}_{\geq 0}$ is a measure of the modeling errors, then

$$|x(t)| \leq \beta(|x(t_0)|, t - t_0) + \gamma(\|w\|_{[t_0, t]}) + \lambda(\delta_A) \quad \forall t \geq t_0 \geq 0,$$

$$\forall |x(0)| < x_{\text{max}} \quad \forall \|w\|_{[0, t]} < w_{\text{max}}. \tag{2.9}$$

In (2.9) $\beta$ is a function of class $K\mathcal{L}$, and $\gamma$ and $\lambda$ are functions of class $K_{\infty}$. This property is along the lines of the input-to-state practical stability (ISpS) [25].

## 2.3 Controller Design

### 2.3.1 Overview of the Controller Design

Our controller switches between three different modes of operation. The motivation for each of these modes is given in this subsection.

Our quantizer consists of quantization regions of finite size, for which the quantization error, $e_k = z_k - y_k$, can be bounded, and regions of infinite size, where the quantization error is unbounded. We will refer to these regions as bounded and unbounded quantization regions, respectively. Due to the fact that there are only a finite number of quantization regions to cover the infinite-size output subspace $\mathbb{R}^{n_y}$, only a subset of finite size of this subspace can be covered by the bounded quantization regions. The size of this subset, however, can be adjusted dynamically by changing the parameters of the quantizer. We refer to this subset which is covered by only bounded quantization regions as the unsaturated region. Our controller follows the general framework which was introduced in [4, 31] to stabilize the system from an unknown initial condition using dynamic quantization. In [35] this approach was developed further to achieve disturbance attenuation. This framework consists of two main modes of operation, generally referred to as the \textit{zoom-in} and the \textit{zoom-out} mode. During the \textit{zoom-out} mode, the unsaturated region is enlarged until the measured output is captured in this region and a state estimate with a bounded estimation error can be established. This is followed by
a switch to the *zoom-in* mode. During the *zoom-in* mode, the size of the quantization regions is reduced in order to have the state estimate converge to the true state. The reduction of the size of the quantization regions inevitably reduces the size of the unsaturated region. As the size of this region is reduced, eventually the unknown disturbance may drive the measured output outside the unsaturated region. To regain a new state estimate with a bounded estimation error, the controller will switch back to the *zoom-out* mode. By switching repeatedly between these two modes, an ISS relation can be established. In this chapter we use the name *capture* mode for the *zoom-out* mode.

In our quantizer there are $2n_y$ unbounded quantization regions. To achieve the minimum data-rate, however, we are required to use the unbounded regions not only to detect saturation, but also to reduce the estimation error. This dual use is accomplished by dividing the *zoom-in* mode into two modes: a *measurement-update* mode and an *escape-detection* mode. After receiving $r$ successive measurements in bounded quantization regions, where $r$ is the observability index of the pair $(A, C)$, we are able to define a region in the state space which must contain the state if there were no disturbance. We enlarge this region proportionally to its current size to accommodate some disturbance. In the *measurement-update* mode we cover this containment region using both the bounded and the unbounded regions of the quantizer. This way we are able to use the smallest quantization regions, which leads to the fastest reduction in the estimation error. The drawback with this mode is that if a strong disturbance comes in, we will not be able to detect it. Therefore, in the *escape-detection* mode we use larger quantization regions to cover the containment region using only the bounded regions. Thus, if a strong disturbance does come in, we will be able to detect it as the quantized output measurement will correspond to one of the unbounded regions. Note that having these two *zoom-in* modes is especially critical when there are only three quantization regions per dimension. If we had used only the *escape-detection* mode, which is necessary to detect escape, then the unsaturated region would contain only one quantization region. Having only one quantization in the unsaturated region does not provide any additional information, besides the distinction of whether an escape occurred, that can be used to reduce the estimation error. Following are the precise details on how to design the controller.

### 2.3.2 Preliminaries

In this section we assume that $A \equiv A_0$ is fixed and known. Extension to varying, unknown $A$ will be discussed in §2.4.3.
We define the sampled-time versions of $A$, $u$ and $w$ as ($k \in \mathbb{Z}_{\geq 0}$):

$$
A_d = \exp (T_s A_0), \quad x_k = x (kT_s), \quad u_k^d = \int_0^{T_s} \exp (A_0 (T_s - t)) B u (kT_s + t) \, dt,
$$

$$
w_k^d = \int_0^{T_s} \exp (A_0 (T_s - t)) D w (kT_s + t) \, dt.
$$

With these definitions we can write

$$
x_{k+1} = A_d x_k + u_k^d + w_k^d. \tag{2.10}
$$

We assume that $(A, B)$ is a controllable pair, so there exists a matrix $K$ such that $A + BK$ is Hurwitz. By construction $A_d$ is full rank, and in general (unless $T_s$ belongs to some set of measure zero) the observability of the pair $(A, C)$ implies that $(A_d, C)$ is an observable pair (see [64, Proposition 6.2.11]). Thus there exists a positive integer $r$, the observability index, such that

$$
\tilde{C} = \begin{pmatrix}
CA_d^{-r+1} \\
\vdots \\
CA_d^{-1} \\
C
\end{pmatrix} = \begin{pmatrix}
C \\
CA_d \\
\vdots \\
CA_d^{r-1}
\end{pmatrix} A_d^{-r+1} \tag{2.11}
$$

has full column rank. For state feedback systems $r = 1$ and $\tilde{C}$ is the identity matrix.

### 2.3.3 Implementation

Our controller consists of three elements: an observer which generates a state estimate $\hat{x} (t)$ (with the notation $\hat{x}_k \doteq \hat{x} (kT_s)$); a switching logic which updates the parameters for the quantizer and sends update commands to the observer; and a stabilizing control law which computes the control input based on the state estimate.

For simplicity of presentation, we assume the stabilizing control law consists of a static nominal state feedback:

$$
u (t) = K \hat{x} (t). \tag{2.12}
$$

However, any control law that will render the closed-loop system ISS with respect to the disturbance and the state estimation error will work with our controller.

Given an update command from the switching logic, the observer generates an estimate of the state based on current and previous quantized measurements. We require the state estimate to be exact in the absence of measurement error and disturbance, and to be a linear function of the measurements. For concreteness,
we use the following state estimate from [32] which is based on the pseudo-inverse:

\[
\hat{x}_k = G(z; u^d; k) = \tilde{C}^t \begin{bmatrix}
  z_{k-r+1} + C \sum_{i=1}^{r-1} A_d^{-1} u^d_{k-r+i} \\
  \vdots \\
  z_{k-1} + C A_d^{-1} u^d_{k-1} \\
  z_k
\end{bmatrix}, \quad \tilde{C}^t \triangleq \left(C^T \tilde{C}\right)^{-1} C^T. \quad (2.13)
\]

In [58] we presented additional approaches to generate a state estimate that satisfy the above requirements, and compared their properties. Note that we must have at least \(r\) successive measurements to generate a state estimate. Therefore, (2.13) is defined only for \(k \geq r - 1\). In the special case of state feedback, on which we will comment further as we present our results, the state estimate will then be generated simply as \(\hat{x}_k = z_k\).

The observer continuously updates the state estimate based on the nominal system dynamics:

\[
\dot{x}(kT_s + t) = A_0 \hat{x}(kT_s + t) + Bu(kT_s + t), \quad t \in [0, T_s).
\]

The control input is integrated continuously to generate \(u^d_k\) (initialized to zero at every \(t = kT_s\)):

\[
\dot{u}^d_k = \exp(A((k + 1)T_s - t)) Bu(t) \quad \forall t \in [kT_s, (k + 1)T_s].
\]

2.3.4 Switching Logic

The switching logic will keep and update a discrete time step variable, \(k \in \mathbb{N}\), whose value will correspond to the current sampling time of the continuous system – at each sampling time, the switching logic will update \(\hat{x}_k \triangleq \hat{x}(kT_s)\) where \(k\) is the discrete time step. At each discrete time step, the switching logic will operate in one of three modes: capture, measurement update or escape detection. The current mode will be stored in the variable \(\text{mode}(k) \in \{\text{capture, update, detect}\}\). The switching logic will also use \(p_k \in \mathbb{Z}\) and \(\text{saturated}(k) \in \{\text{true, false}\}\) as auxiliary variables.

We assume the control system is activated at \(k = 0\) \((t = 0)\). We initialize \(\hat{x}_0 = 0\), \(\text{mode}(0) = \text{capture}\), \(p_0 = 0\), and \(\mu_{-1} = s\), where \(s\) is any positive constant which will be regarded as a design parameter. We also have the following design parameters: \(\alpha \in \mathbb{R}_{>0}\), \(\Omega_{\text{out}} \in \mathbb{R}\) such that \(\Omega_{\text{out}} > \|A\|\), and \(P \in \mathbb{Z}\) such that \(P \geq r + 1\). In §2.3.5 we provide a qualitative discussion on how each design parameter affects the system performance. We also define

\[
F(\mu; k) \triangleq \|CA_d\tilde{C}^t\| \|\mu\|_{\{k-r, \ldots, k-1\}} \quad (2.15)
\]
which in the case of state feedback reduces to $F(\mu; k) \doteq \|A_d\|\mu_{k-1}$.

At each discrete time step, $k$, the switching logic is implemented by sequentially executing the following algorithms:

<table>
<thead>
<tr>
<th>Algorithm 1 Preliminaries</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>if</strong> mode($k$) = capture <strong>then</strong></td>
</tr>
<tr>
<td>set $\mu_k = \Omega_{\text{out}}\mu_{k-1}$</td>
</tr>
<tr>
<td><strong>else if</strong> mode($k$) = update <strong>then</strong></td>
</tr>
<tr>
<td>set $\mu_k = \frac{F(\mu; k) + \alpha|\mu|{k-r-p_{k-1}...k-1-p_{k-1}}}{N}$ (2.16)</td>
</tr>
<tr>
<td><strong>else if</strong> mode($k$) = detect <strong>then</strong></td>
</tr>
<tr>
<td>set $\mu_k = \frac{F(\mu; k) + \alpha|\mu|{k-r-p_{k-1}...k-1-p_{k-1}}}{N-2}$ (2.17)</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>have the observer record $z_k = Q(y(kT_s); C\hat{x}_k, \mu_k)$</td>
</tr>
<tr>
<td>if $\exists i$ such that $(z_k)_i = (C\hat{x}_k)_i \pm (N-1)\mu_k$ <strong>then</strong></td>
</tr>
<tr>
<td>set saturated($k$) = true</td>
</tr>
<tr>
<td><strong>else</strong></td>
</tr>
<tr>
<td>set saturated($k$) = false</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>initialize the next mode to be the same as the current mode: mode($k+1)$ = mode($k$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm 2 capture mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>if</strong> mode($k$) = capture <strong>then</strong></td>
</tr>
<tr>
<td><strong>if</strong> saturated($k$) <strong>then</strong></td>
</tr>
<tr>
<td>set $p_k = 0$</td>
</tr>
<tr>
<td><strong>else</strong></td>
</tr>
<tr>
<td>set $p_k = p_{k-1} + 1$</td>
</tr>
<tr>
<td><strong>if</strong> $p_k = r$ <strong>then</strong></td>
</tr>
<tr>
<td>set $p_k = 0$</td>
</tr>
<tr>
<td>have the observer update the state estimate: $\hat{x}_k = G(z; u_d; k)$</td>
</tr>
<tr>
<td>switch to the measurement update mode: set mode($k+1)$ = update</td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm 3 measurement update mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>if</strong> mode($k$) = update <strong>then</strong></td>
</tr>
<tr>
<td>set $p_k = p_{k-1} + 1$</td>
</tr>
<tr>
<td>have the observer update the state estimate: $\hat{x}_k = G(z; u_d; k)$</td>
</tr>
<tr>
<td><strong>if</strong> $p_k = P - r$ <strong>then</strong></td>
</tr>
<tr>
<td>switch to the escape detection mode: set mode($k+1)$ = detect</td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
<tr>
<td><strong>end if</strong></td>
</tr>
</tbody>
</table>
Algorithm 4 escape detection mode

if mode(k) = detect then
    if not saturated(k) then
        set \( p_k = p_{k-1} + 1 \)
        have the observer update the state estimate: \( \hat{x}_k = G(z; u_d; k) \)
        if \( p_k = P \) then
            set \( p_k = 0 \)
            switch to the measurement update mode: set mode(k + 1) = update
        end if
    else
        set \( p_k = 0 \) and \( \mu_k = s \)
        switch to capture mode: set mode(k + 1) = capture
    end if
end if

2.3.5 Sensitivity to Design Parameters

Any choice for the design parameters will render the closed-loop system ISS as long as the convergence property, do be defined in §2.4, holds. However, different choices will result in a different ISS gain and overshoot, and may also affect performance measures which are not expressed by the ISS definition, such as energy gain and data rate. By ISS gain we refer to the \( \gamma \) function in the ISS definition, and by overshoot we refer to the \( \beta \) function in the ISS definition. A gain or overshoot will be smaller (or bigger) if it is smaller (or bigger) for any chosen bound on the disturbance, for any initial condition and for all \( t \geq 0 \).

The parameter \( \alpha \) expresses the sensitivity of the system to the disturbance and it is bounded from above by the requirement to satisfy the convergence property. The ISS gain and the overshoot will decrease as \( \alpha \) is increased. However, increasing \( \alpha \) will slow down the convergence of the system in the zoom-in sequence. By taking more quantization regions we may use a larger \( \alpha \), but that will also require higher data rate. The parameter \( P \) will have similar effects: higher \( P \) will result in faster convergence and smaller data rate, but the ISS gain and overshoot will be increased.

The parameters \( \mu_0 \), \( s \), and \( \Omega_{out} \) have more complicated effects on the ISS gain and the overshoot, and their optimal values, when the goal is to minimize the ISS gain or the overshoot, depend on the characteristics of the disturbance and the initial condition. The choice of \( \mu_0 \) will depend on the expected magnitude of the initial condition, and it will affect the overshoot only. The choice of \( s \) will depend on the expected magnitude of the disturbance and it will affect the ISS gain only. Last, the choice of \( \Omega_{out} \) will depend on the expected deviation of the initial condition and the disturbance from their expected values. None of these three design parameters will affect the data rate.
2.4 Main Results

2.4.1 The Convergence Property

We define the following convergence property which implies that in an infinite sequence in which the switching logic is never in the capture mode (a result of having no disturbance), $\lim_{k \to \infty} \mu_k = 0$.

Set $\mu'$ as

\[
\begin{align*}
\mu'_k &= 1, & k \in \{0 \ldots r - 1\} \\
\mu'_k &= \frac{F(\mu'_k; k) + \alpha}{N}, & k \in \{r \ldots P - 1\} \\
\mu'_k &= \frac{F(\mu'_k; k) + \alpha}{N - 2}, & k \in \{P \ldots P + r - 1\}.
\end{align*}
\]

If there exists $\sigma < 1$ for which the following holds

\[
\|\mu'\|_{\{P, \ldots, P+r-1\}} \leq \sigma
\]

then we say that the observer has the convergence property.

Whether the observer has the convergence property depends on the choice of the design parameters $\alpha$ and $P$. The following Lemma (proved in the Appendix) gives a sufficient and easy to verify condition for the existence of design parameters with which the observer will have the convergence property.

**Lemma 2.4.1.** If the following condition holds:

\[
\sigma_{pi} \leq \frac{1}{N} \left\|CA_d \tilde{C}^\dagger\right\| < 1
\]

then it is always possible to choose $P$ and $\alpha$ such that the observer will possess the convergence property.

In the state feedback case we do not need an observer as the updates of the state estimate become simply $\hat{x}_k = G(z, u_d, k) = z_k$. In this case we just say that the control system has or does not have the convergence property. Note also that in this case (2.20) becomes $\|A_d\|/N < 1$.

2.4.2 Results for When the System Model Is Known

The state estimation error is defined as

\[
\tilde{x}(t) = \hat{x}(t) - x(t).
\]
In the simpler case where $A \equiv A_0$, the evolution of the state estimation error is independent of the state. This property is critical in proving the following proposition, which is the main technical step for deriving the desired stability results.

**Proposition 2.4.1.** If we implement the controller with the above algorithm and the observer has the convergence property, then the state estimation error of the closed-loop system will satisfy the parameterized-ISS property with respect to the disturbance:

$$|	ilde{x}(t)| \leq \beta_e (|\tilde{x}(0)|, t - t_0; \mu(t_0)) + \gamma_e \left( \|w\|_{[t_0,t]} ; \mu(t_0) \right), \quad \forall t \geq t_0 \geq 0$$

$$\mu(t) \leq \delta_e \left( \|\tilde{x}\|_{[t_0,t]} ; \mu(t_0) \right)$$

(2.22)

where $\beta_e, \gamma_e$ and $\delta_e$ have the same properties as $\beta, \gamma$ and $\delta$ in (2.8), respectively.

Our first stability result is the following:

**Theorem 2.4.2.** With the assumptions of Proposition 2.4.1, the closed-loop system will be parameterized-ISS with respect to the disturbance:

$$\left\| \begin{pmatrix} x(t) \\ \tilde{x}(t) \end{pmatrix} \right\| \leq \beta \left( \left\| \begin{pmatrix} x(t_0) \\ \tilde{x}(t_0) \end{pmatrix} \right\|, t - t_0; \mu(t_0) \right) + \gamma \left( \|w\|_{[t_0,t]} ; \mu(t_0) \right), \quad \forall t \geq t_0 \geq 0$$

$$\mu(t) \leq \delta \left( \|\tilde{x}\|_{[t_0,t]} ; \mu(t_0) \right)$$

where $\beta, \gamma$ and $\delta$ have the same properties as in (2.8). When $t_0 = 0$, this can be reduced to

$$|x(t)| \leq \beta (|x(0)|, t) + \gamma \left( \|w\|_{[0,t]} \right), \quad \forall t \geq 0$$

where $\beta$ and $\gamma$ have the same properties as in (2.7).

An illustrative simulation of the proposed controller is given in Figure 2.2. The proofs of Proposition 2.4.1 and Theorem 2.4.2 will follow the statements of the technical lemmas below. The proofs of the technical lemmas are deferred to §2.9.

**Lemma 2.4.3.** Assume that for some time step $k'$ we have $\text{mode}(k' + 1) = \text{update}$ and $p(k') = 0$ (i.e. an update measurement sequence starts at $k' + 1$). If $\forall k \in \{k' + 1 \ldots k' + P + 1\}$, $\text{mode}(k) \neq \text{capture}$ (i.e. by time step $k' + P$ the controller has not switched to the capture mode) then $\|\mu\|_{\{k' - r + 1 \ldots k' + P\}} \leq \sigma \|\mu\|_{\{k' - r + 1 \ldots k'\}}$. 
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Figure 2.2: Simulation of the proposed controller. Simulated here is a two-dimensional dynamical system: 
\[
\dot{x}(t) = [0.1, -1; 1, 0.1] x(t) + [0; 1] u(t) + [1, 0; 0, 1] w(t),
\]
where only the first dimension is observed, \( y(t) = [1, 0] x(t) \), through a quantizer with \( N = 3 \). The solid line in the left plot is the trajectory of the system (starting at \( x(0) = [1; 0] \)). The dotted line in that plot is the state estimate. The dash-dotted lines represent the jumps in the state estimate after a new measurement is received. The locations of the trajectory and the state estimate at the first few sampling times are marked by \( \times \). The underlined time indications correspond to the state estimate. The two plots on the right show time segments of the measured output (\( T_s = 1s \)). The solid line is the unquantized output (\( y \)) of the system and the dotted line is its estimate. The vertical dash-dotted lines depict the single bounded quantization region. The controller is in the capture mode where these vertical lines are bounded by arrows facing outward, in the update mode where the arrows are facing inward, and in the detect mode where the vertical lines are bounded by small horizontal lines. Looking at both the left plot and the top right plot, one can observe the initial transient of the system: At \( t = 3 \) a sufficient number (two) of unsaturated measurements were collected and the controller switches to the update mode; this causes the state estimate to jump at \( t = 4 \) from the origin to \( \approx [-1.6; 0.2] \); and at \( t = 5 \) the state estimate jumps even closer to the true state. Looking at the bottom right plot, one can observe the steady-state behavior of the simulation, where an escape of the trajectory due to disturbance is detected at \( t = 119s \), and then the trajectory is recaptured at \( t = 122s \). The design parameters were: \( P = 6, \mu (0) = 0.25, \Omega_{out} = 2, \alpha = 0.02, s = 0.05, K = [0.6, -1.5] \). The disturbance followed the zero-mean normal distribution with standard deviation of 0.2.
Lemma 2.4.4. There exist constants $\zeta_D > 0$ and $\zeta_\mu > 0$ with the following properties: If for some time step $k'$ we have $\text{mode}(k' + 1) = \text{update}$ and $p(k') = 0$, and the input is such that

$$\|\mu\|_{\{k' - r + 1...k'\}} > \frac{1}{\alpha} \zeta_D \|w^d\|_{\{k' - r + 1,k' + p - 2\}};$$  

(2.23)

then $\text{mode}(m) = \text{update} \ \forall m \in \{k' + 2...k' + P - r\}$, $\text{mode}(m) = \text{detect} \ \forall m \in \{k' + P - r + 1...k' + P\}$, $\text{mode}(k' + P + 1) = \text{update}$, and

$$\|\tilde{x}\|_{\{k'...k' + p - 1\}} \leq \zeta_\mu \|w^d\|_{\{k' - r + 1...k'\}}.$$  

(2.24)

Lemma 2.4.5. Assume that for some time step $k'$ we have $\text{mode}(k' + 1) = \text{update}$ and $p(k') = 0$. Let $k_2 = \min\{k' + P, \min\{k | \text{mode}(k + 1) = \text{capture}, k > k'\}\}$. There exists a constant $\zeta_w > 0$ such that if the disturbance does not satisfy (2.23), then

$$\|\tilde{x}\|_{\{k'...k_2 - 1\}} \leq \zeta_w \|w^d\|_{\{k' - r + 1...k' + p - 2\}}.$$  

Lemma 2.4.6. There exist functions $\hat{\delta}_1 (\nu; \rho) : \mathbb{R}_{>0}^2 \rightarrow \mathbb{R}_{>0}$ and $T_1^\nu (\nu; \rho) : \mathbb{R}_{>0}^2 \rightarrow \mathbb{R}_{>0}$, each nondecreasing in $\nu$ when $\rho$ is fixed, and constants $\zeta_C > 0$ and $\zeta_\delta > 0$, with the following properties: For any time step $k_2$ such that $\text{mode}(k_2 + 1) = \text{capture}$ there exists $k_3 > k_2$ such that $k_3 < k_2 + T_1^\nu (|\tilde{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2})$, $\text{mode}(k_3 + 1) = \text{update}$, $p(k_3) = 0$, $\|\tilde{x}\|_{\{k_3...k_3\}} \leq \delta_1 (|\tilde{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2})$ and $\|\mu\|_{k_3 - r + 1...k_3} \leq \mu_{k_2} \Omega_{\text{out}}^{\nu}(\nu; \rho)$; the functions $\hat{\delta}_1$ and $T_1^\nu$ satisfy $\hat{\delta}_1 (\nu; \rho) \leq \rho \zeta_w \Omega_{\text{out}}^{\nu}(\nu; \rho) \ \forall \nu, \rho$.

Lemma 2.4.7. Let $k_2$ be an arbitrary time step. There exist a constant $\zeta_s > 0$, a class $\mathcal{K}$ function $\varepsilon$, and functions $\hat{\delta}_2 (\nu; \rho) : \mathbb{R}_{>0}^2 \rightarrow \mathbb{R}_{>0}$ and $T_2^\nu (\nu; \rho) : \mathbb{R}_{>0}^2 \rightarrow \mathbb{R}_{>0}$ with the following properties: If $|\tilde{x}_{k_2}| + \zeta_C \|w^d\| \leq \varepsilon (\mu_{k_2})$ then $k_3 \equiv k_2 + T_2^\nu (|\tilde{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2})$ satisfies $\text{mode}(k_3 + 1) = \text{update}$, $p(k_3) = 0$ and $\|\tilde{x}\|_{(k_2,...,k_3)} \leq \hat{\delta}_2 (|\tilde{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2})$; $\|\mu\|_{k_3 - r + 1...k_3} \leq \mu_{k_2} \zeta_\delta \sigma_{T_2^\nu}/P$; when $\rho$ is fixed the function $\hat{\delta}_2 (\cdot; \rho)$ is of class $\mathcal{K}_\infty$; the functions $\hat{\delta}_2$ and $T_2^\nu$ satisfy $\hat{\delta}_2 (\nu; \rho) \leq \rho \zeta_s \sigma_{T_2^\nu}(\nu; \rho)/P / \|\mathcal{C}\| \ \forall \nu, \rho$.

Proof of Proposition 2.4.1: Assume first that $t_0$ is at a sampling time and let $k_0$ be such that $k_0 T_s = t_0$. We say that time step $k$ has the SS properties if $\text{mode}(k + 1) = \text{update}$, $p(k) = 0$ and (2.23) does not hold with $k' = k$. The proof will proceed in four steps: in the first step we will derive a bound on the trajectory from $k_0$ to $k_1$ for some $k_1$ that has the SS properties; in the second step we will derive a bound on the trajectory from $k_1$ to infinity; in the third step we will combine these two bounds and derive the ISS bound on the estimation error; in the fourth step we will derive the bound on the zoom factor.

1. Assume first that $\text{mode}(k_0) = \text{capture}$. Define $k_1$ to be the first time step after $k_0$ with the SS prop-
we have, vacuously, \(\forall k \in \{k_0 \ldots k_1\}\). As Lemma 2.4.6 also states \(\hat{\beta}_1 (|\hat{x}_{k_0}| + \zeta_C \|w^d\| ; \mu_{k_0}) \leq \mu_{k_0} \zeta_0 \Omega_{out}^T\) we can finally derive \(|\hat{x}_k| \leq \hat{\beta}_c (|\hat{x}_{k_0}| + \zeta_C \|w^d\|, k - k_0; \mu_{k_0}) \forall k \in \{k_0 \ldots k_1\}\) where

\[
\hat{\beta}_c (\nu, k; \rho) \doteq \min \left\{ \delta_1 (\nu; \rho) , \rho \left( \frac{\Omega_{out}}{\sigma_1 / P} \right)^{T_1 (\nu; \rho)} \sigma^{-1} \max \{\zeta_\mu, \zeta_k\} \right\}.
\]  

If \(mode (k_0) \neq capture\) then there is a time step \(k'_1, k_0 - P < k'_1 \leq k_0\), such that \(mode(k'_1 + 1) = update\) and \(p(k'_1) = 0\). If in addition (2.23) does not hold with \(k' = k'_1\), then we define \(k_1 = k'_1\), and thus we have, vacuously, \(|\hat{x}_k| \leq 0 \forall k \in \{k_0 \ldots k_1\}\). If (2.23) does hold with \(k' = k'_1\), then with \(k_1\) defined as the first time step after \(k_0\) with the SS properties, we can write: \(|\hat{x}_k| \leq \zeta_\mu \mu_{k_0} \sigma \left[ \frac{K_{k_0}}{P} \right] \forall k \in \{k_0 \ldots k_1\}\). Taking into consideration that \(mode (k_0) = capture\) only if \(\mu_{k_0} \geq s\), we can now write \(|\hat{x}_k| \leq \hat{\beta}_1 (|\hat{x}_{k_0}| + \zeta_C \|w^d\|, k - k_0; \mu_{k_0}) \forall k \in \{k_0 \ldots k_1\}\) where

\[
\hat{\beta}_1 (\nu, k; \rho) \doteq \begin{cases} \max \left\{ \hat{\beta}_c (\nu, k; \rho) , \zeta_\mu \rho \sigma \left[ \frac{K_{k_0}}{P} \right] \right\} & \rho \geq s \\ \zeta_\mu \rho \sigma \left[ \frac{K_{k_0}}{P} \right] & \rho < s. \end{cases}
\]  

Assume now that \(|\hat{x}_{k_0}| + \zeta_C \|w^d\| \leq \varepsilon (\mu_{k_0})\) where \(\varepsilon (\cdot)\) comes from Lemma 2.4.7. By that lemma there exists \(T^*_2 = T^*_2 (|\hat{x}_{k_0}| + \zeta_C \|w^d\| ; \mu_{k_0})\) such that \(|\hat{x}||_{k_0 \ldots T^*_2} \leq \hat{\delta}_2 (|\hat{x}_{k_0}| + \zeta_C \|w^d\| ; \mu_{k_0})\). Also from Lemma 2.4.7, together with Lemmas 2.4.3 and 2.4.4, if \(k_1 > k^*\) then \(|\hat{x}_k| \leq \zeta_\mu \mu_{k_0} \zeta_\sigma \Omega_{out}^{T^*_2 / P} \sigma \left[ \frac{K_{k_0}}{P} \right] \forall k \in \{T^*_2 \ldots k_1\}\). As we are also given from Lemma 2.4.7 that \(\hat{\delta}_2 (|\hat{x}_{k_0}| + \zeta_C \|w^d\| ; \mu_{k_0}) \leq \mu_{k_0} \zeta_\sigma \Omega_{out}^{T^*_2 / P / ||C||}\), we can finally derive \(\forall k \in \{k_0 \ldots k_1\}\): \(|\hat{x}_k| \leq \hat{\beta}_2 (|\hat{x}_{k_0}| + \zeta_C \|w^d\|, k - k_0; \mu_{k_0})\) where

\[
\hat{\beta}_2 (\nu, k; \rho) \doteq \min \left\{ \hat{\delta}_2 (\nu; \rho) , \rho \zeta_\sigma \sigma^{1 / P} \max \{\zeta_\mu, 1 / ||C||\} \right\}.
\]  

For fixed \(\nu\) and \(\rho\), both \(\lim_{k \rightarrow \infty} \hat{\beta}_1 (\nu, k; \rho) = 0\) and \(\lim_{k \rightarrow \infty} \hat{\beta}_2 (\nu, k; \rho) = 0\). Also, for fixed \(k\) and \(\rho\), both \(\hat{\beta}_1 (\nu, k; \rho)\) and \(\hat{\beta}_2 (\nu, k; \rho)\) are continuous and nondecreasing with respect to \(\nu\). However, only \(\hat{\beta}_2\) satisfies \(\hat{\beta}_2 (0; k; \rho) = 0 \forall k \forall \rho\), and \(\hat{\beta}_2\) is a valid bound on the trajectory only when \(|\hat{x}_{k_0}| + \zeta_C \|w^d\| \leq \varepsilon (\mu_{k_0})\). Nevertheless, it is possible to construct a class \(KL\) function, \(\hat{\beta} (\nu, k; \rho)\), such that \(\hat{\beta} (\nu, k; \rho) \geq \hat{\beta}_2 (\nu, k; \rho)\) when \(\nu \leq \varepsilon (\rho)\) and \(\hat{\beta} (\nu, k; \rho) \geq \hat{\beta}_1 (\nu, k; \rho)\) otherwise. With this \(\hat{\beta} (\nu, k; \rho)\) we can write \(|\hat{x}_k| \leq \hat{\beta} (|\hat{x}_{k_0}| + \zeta_C \|w^d\|, k - k_0; \mu_{k_0}) \forall k \in \{k_0 \ldots k_1\}\).
Note that all the functions mentioned above are continuous in \( \nu \) and \( \rho \), \( \forall \nu \in \mathbb{R}_{\geq 0} \) and \( \forall \rho \in \mathbb{R}_{\geq 0} \). They are not, however, all continuous at \( \rho = 0 \) (or even defined) since \( \lim_{\rho \searrow 0} T^*_0 (\nu; \rho) = \infty \) for every \( \nu > 0 \).

Nevertheless, \( \hat{\beta} (\nu, k; \rho) \) is continuous at \( \rho = 0 \). This is due to \( \varepsilon \) being of class \( \mathcal{K} \), which implies that for sufficiently small \( \rho \), \( \hat{\beta} (\nu, k; \rho) = \hat{\beta}_1 (\nu, k; \rho) = \zeta_{\rho} r \sigma \left[ (k - k_0) / P \right] \).

2. Let \( k_2 \) be the first time step after \( k_1 \) such that \( \text{mode}(k_2) = \text{detect} \) and \( \text{mode}(k_2 + 1) = \text{capture} \). If such a time step does not exist, we set \( k_2 = \infty \). From Lemma 2.4.5 we have that \( \| \tilde{x} \|_{(k_1 \ldots k_2)} \leq \zeta_{w} \| w^d \| \).

Let \( k_4 \) be the first time step after \( k_2 \) such that \( \text{mode}(k_4 + 1) = \text{update} \), \( p(k_4) = 0 \) and (2.23) does not hold with \( k' = k_4 \). Replacing \( k_0 \) with \( k_2 \) in the previous step, we can write

\[
\| \tilde{x} \|_{(k_2 \ldots k_4)} \leq \hat{\beta} \left( |x_{k_2}| + \zeta_{C} \| w^d \|, k - k_2; \mu_{k_2} \right) \leq \hat{\beta} \left( \left( \zeta_{w} + \zeta_{C} \right) \| w^d \|, 0; s \right) \leq \hat{\gamma} (\| w^d \|) .
\]

Since \( k_4 \) also satisfies the SS properties as does \( k_1 \), we can repeat these arguments for future time steps and arrive at \( \| \tilde{x} \|_{(k_1 \ldots \infty)} \leq \hat{\gamma} (\| w^d \|) \), where \( \hat{\gamma} (\nu) \leq \max \{ \zeta_{w}, \hat{\gamma} (\nu) \} \). Note that \( \hat{\gamma} (\cdot) \) is of class \( \mathcal{K}_{\infty} \).

3. Combining the last two steps, we can derive the first condition for the parametrized ISS property at the discrete times: for all \( k \in \{0 \ldots \infty \} \),

\[
| \tilde{x}_k | \leq \beta_{\varepsilon} (| x_{k_0} |, k; \mu_{k_0}) + \gamma_{\varepsilon} (\| w^d \| ; \mu_{k_0})
\]

where \( \beta_{\varepsilon} (\nu, k; \mu) \equiv \hat{\beta} (2 \nu, k; \mu) \) and \( \gamma_{\varepsilon} (\nu; \mu) \equiv \hat{\beta} (2 \zeta_{C} \nu, 0; \mu) + \hat{\gamma} (\nu) \). Note that indeed \( \beta_{\varepsilon} \) and \( \gamma_{\varepsilon} \) of class \( \mathcal{K}_{\mathcal{L}} \) and \( \mathcal{K}_{\infty} \), respectively.

The extension from the discrete analysis to continuous time, with the estimation error defined as \( \tilde{x}(t) \equiv \tilde{x}(t) - x(t) \) for every \( t \geq t_0 \), can be proved along the lines of [48, Theorem 6]. This proves the first line of (2.22).

4. To construct the bound on \( \mu \) we consider the three phases of the trajectory: initial \textit{capture} sequence, \textit{zoom-in} sequences and subsequent \textit{capture} sequences. If \( \text{mode}(k_0) = \text{capture} \) we start with \( \mu_{k_0} \) and we grow the zoom factor until for \( r \) successive time steps we have \((N - 2) \mu_k > | \tilde{y}_k | \). Thus at the initial \textit{capture} sequence we have

\[
\| \mu \| \leq \Omega_{\text{out}}^{r} \max \{ \mu_{k_0}, \| C \| \| \tilde{x} \| / (N - 2) \} .
\]

At a \textit{zoom-in} sequence we may initially enlarge \( \mu \) by a factor of \( \| \mu' \| \) with \( \mu' \) defined according to (2.18). However, after this possible initial enlargement, \( \mu \) is decreased by a factor of \( \sigma \) every \( P \) steps.
At subsequent capture sequences we start with $\mu_k = s$ and enlarge it again until for $r$ successive time steps we have $(N - 2) \mu_k > |\tilde{y}_k|$. Combining all these observations, we can set $\gamma_\mu$ from (2.22) as

$$
\gamma_\mu (\nu, \mu_0) \doteq \|\mu\| \Omega_{\text{out}} \max \{\mu_0, s, C \| \tilde{x} \| / (N - 2)\}.
$$

Proof of Theorem 2.4.2: With $A + BK$ being Hurwitz, the stabilizing control law, $u = K \hat{x}$, renders the closed-loop system

$$
\dot{x} = Ax + Bu + Dw = (A + BK) x + BK \hat{x} + Dw
$$

ISS with respect to the disturbance and the estimation error. Combining this ISS property with the ISS property proved in Proposition 2.4.1, and applying a cascade argument similar to what was used to prove [63, Proposition 7.2], we can conclude that the closed-loop system is ISS with respect to the disturbance. ■

2.4.3 Modeling Errors

We represent modeling errors as $A(t) = A_0 + \Delta A(t)$ with only $A_0$ known and $\Delta A(t) \neq 0$. It is assumed, though, that $\|\Delta A(t)\| \leq \delta_A$ for some $\delta_A \in \mathbb{R}_{\geq 0}$ and $\forall t \geq 0$. To deal with such modeling errors the only change needed in the design is in the stabilizing control law, where $K$ will be chosen such there exist two positive definite symmetric matrices, $P$ and $Q$, for which the following holds:

$$
P (A_0 + \Delta A + BK) + (A_0 + \Delta A + BK)^T P + Q < 0, \quad \|\Delta A(t)\| < \delta_A. \quad (2.30)
$$

It is well-known and easy to show using a Lyapunov argument that if (2.30) holds then the system (2.29) has the ISS stability property with respect to the estimation error and disturbance:

$$
|x(t)| \leq \beta_x (x(t_0), t - t_0) + \gamma_{x,e} \left(\|\hat{x}\|_{[t_0, t]}\right) + \gamma_{x,w} \left(\|w\|_{[t_0, t]}\right), \quad \forall t > t_0 > 0 \quad (2.31)
$$

where $\beta_x$ is of class $\mathcal{KL}$ and $\gamma_{x,w}$ and $\gamma_{w,x}$ are of class $\mathcal{K}_\infty$. Such a stabilizing gain matrix $K$ can be found by using linear matrix inequality (LMI) techniques.

With this stabilizing control law, we derive our second stability result:

**Theorem 2.4.8.** Assume the observer has the convergence property and the stabilizing control law is chosen so that (2.30) holds for some $\delta_A > 0$. Then the closed-loop system has the local practical ISS property (2.9) for some $\delta_{A,\max} > 0$, $x_{\max} > 0$ and $w_{\max} > 0$. 23
Proof: The estimation error now follows the following dynamics between sampling times:

\[ \dot{\hat{x}} = A\hat{x} - \Delta Ax - Dw. \] (2.32)

Therefore its evolution is no longer independent of the state of the system. The proposed controller in this case will render the estimation error parameterized-ISS with respect to both the disturbance and the system’s state:

\[ |\hat{x}(t)| \leq \beta_e(\hat{x}(t_0), t - t_0; \mu(t_0)) + \gamma_{e,x} \left( \delta_A \|\hat{x}\|_{[t_0,t]}; \mu(t_0) \right) + \gamma_{e,w} \left( \|w\|_{[t_0,t]}; \mu(t_0) \right), \]

\[ \mu(t) \leq \gamma_{\mu} \left( \|\hat{x}\|_{[t_0,t]}; \mu(t_0) \right), \quad \forall t \geq t_0 \geq 0. \]

Due to the interleaved dependency of \( x \) and \( \hat{x} \) on each other we can no longer apply the cascade theorem. However, since \( x_1 \) which follows (2.1) is continuous, we can now apply a variation of the small-gain theorem, Theorem 2.8.1, and arrive at the result stated in the theorem.

Note that because for every fixed \( \mu \), \( \gamma_{e,x}(r,\mu) \) grows faster than any linear function of \( r \) both at \( r = 0 \) and at \( r = \infty \), we cannot choose \( r_0 = 0 \) or \( r_1 = \infty \) in the proof of Theorem 2.8.1. These super-linear gains are not an artifact of our design. Recently Martins [37] showed, using techniques from information theory, that it is impossible to achieve ISS with linear gain for any linear system with finite data rate feedback.

### 2.5 Approaching the Minimal Data Rate

Several papers ([50],[22],[70],[45],[39]) present the same lower bound on the data rate necessary to stabilize a given system. This bound, in terms of the bit-rate \( (R) \) to be transmitted, is

\[ R > R_{\text{min}} = \frac{\sum |\eta_j| \geq 1 \log_2 |\eta_j|}{T_s} \] (2.33)

where the \( \eta_j \)'s are the eigenvalues of the discrete open-loop matrix \( \Phi = \exp(At_0) \). Note that the bound (2.33) is independent of the disturbance characteristics and is applicable to systems with no disturbances.

**Lemma 2.5.1.** To achieve ISS in the state feedback case, it is necessary and sufficient for the data rate to satisfy (2.33).

**Proof (sketch):** Since (2.33) is necessary for asymptotic stability in the disturbance-free case, it is also necessary to achieve disturbance rejection in the ISS sense (which reduces to asymptotic stability when the disturbance is zero). Now for the sufficiency. Consider the scalar unstable case, \( n_x = 1, A = a > 0 \). In this
case the minimum data rate is \( R_{\text{min}} = \log_2 \exp (T_s a) / T_s \). The data rate of our scheme is \( \log_2 (N) / T_s \) where we require \( N \) to be an odd integer which, together with \( P \) and \( \alpha \), satisfies the convergence property. Note that for this simple case, in the limit as \( \alpha \searrow 0 \) the convergence property becomes

\[
\exp (T_s a)^P / (N^{P-r} (N-2)^r) < 1. \tag{2.34}
\]

As the above is equivalent to \( (\exp (T_s a) / N)^P < (N-2)^r / N^r \), we can see that for any \( N > \exp (T_s a) \) we can find \( P \) large enough to satisfy (2.34). Because of the continuous dependence of the convergence property on \( \alpha \), if (2.34) is satisfied then there exists \( \alpha > 0 \) which satisfies the convergence property. Thus to be able to find design parameters that satisfy the convergence property, we only need \( N > \exp (T_s a) \). To deal with the constraint that \( N \) is an integer, we can use a different number of quantization regions at each sampling time. This makes our data rate \( \log_2 \left( \tilde{N} \right) / T_s \) with \( \tilde{N} \) being the average number of quantization regions per sampling time. As \( \tilde{N} \) does not have to be integer, we can have \( \tilde{N} \) approach \( \exp (T_s a) \) and make our data rate arbitrarily close to the minimum data rate.

Extension to the multidimensional case with distinct real eigenvalues is trivial if we allocate a different number of quantization regions for each unstable mode of the system. Extension to systems with imaginary eigenvalues and to non-diagonalizable systems can be made along the lines of [70].

2.6 Extension to Nonlinear Systems

The crucial properties of linear systems which are used in the proof of Theorem 2.4.2 are (a) that the continuous, unquantized, closed-loop system is ISS with respect to the estimation error and the disturbance, and (b) that the update law for the estimated state between the sampling times (2.14) is such that the estimation error grows between these sampling times according to

\[
\lim_{t \to T_s} \| \tilde{x}(kT_s + t) \| \leq \lambda_e \| \tilde{x}(kT_s) \| + \lambda_w \| u \|_{[kT_s, (k+1)T_s]} + \lambda_x \| x \|_{[kT_s, (k+1)T_s]} \tag{2.35}
\]

where \( \lambda_e, \lambda_w \) and \( \lambda_x \) are known constants. For linear systems these constants are \( \lambda_e = \| A_d \|, \lambda_w = \| \int_0^{T_s} \exp (A_0 (T_s - t)) Ddt \| \) and \( \lambda_x = \| \int_0^{T_s} \exp (A_0 (T_s - t)) dt \| \delta_A \), which follows easily from (2.10). If (2.35) holds globally, \( \lambda_e = 0 \) (as in the case where the exact system model is known), and the number of quantization regions allows the observer to satisfy the convergence property, then the quantized closed-loop system will be parameterized ISS with respect to the disturbance. If \( \lambda_x \neq 0 \), as in the case where modeling errors exist, then an additional small-gain condition must be satisfied in order to achieve the local practical
Neither property is unique to linear systems and both can also be formulated for nonlinear systems. This leads to a better conceptualization of our results. Consider a nonlinear system

$$\dot{x}(t) = f(x(t), u(t), w(t)) \tag{2.36}$$

with $y(t) = x(t)$ (state feedback). State feedback control laws that render unquantized systems ISS with respect to either external disturbances or measurement errors have been proposed for certain nonlinear systems; see for example the discussions in [31, 28] and the references therein. Designing state feedback control laws that render unquantized systems ISS with respect to both external disturbances and measurement errors is still considered an open problem. The two closest results, for systems in strict feedback from, appear in [18, §6.2.2] and [17].

Assume that (2.36) satisfies the Lipschitz property: There exist $l_x > 0, l_w > 0, L_x > 0$ and $L_w > 0$ such that

$$|f(x, u, w) - f(\hat{x}, u, 0)| \leq L_x|x - \hat{x}| + L_w|w|, \quad \forall|x| < l_x, \forall|\hat{x}| < l_x, \forall|w| < l_w \tag{2.37}$$

holds. When the Lipschitz property holds globally, which is the case with linear systems, $l_x = l_w = \infty$. Assuming the exact system model is known, if we update our state estimate between sampling times according to $\dot{\hat{x}} = f(\hat{x}, u, 0)$, then (2.35) holds with

$$\lambda_e \doteq e^{T_sL_x}, \quad \lambda_w \doteq \int_0^{T_s} e^{(T_s-\tau)L_x}d\tau L_w. \tag{2.38}$$

To make the convergence property applicable to state feedback nonlinear systems, the only change needed is to redefine

$$F(\mu; k) \doteq \lambda_e \|\mu\|_{\{k-r, ..., k-1\}}. \tag{2.39}$$

A sufficient condition for the control system to have the convergence property remains $\lambda_e/N < 1$.

The above discussion leads to our third stability result:

**Theorem 2.6.1.** Consider a state feedback nonlinear system:

$$\dot{x}(t) = f(x(t), u(t), w(t)), \quad z_k = Q(x_k; c_k, \mu_k) \tag{2.40}$$

where $f$ has the Lipschitz property (2.37), and for which there exists a static feedback $u = k(x)$ which renders the dynamics $\dot{x}(t) = f(x, k(x + e), w)$ ISS with respect to $e$ and $w$. If $e^{T_sL_x}/N < 1$ then there exists a
choice of $\alpha$ and $P$ with which the control system has the convergence property with $F (\mu; k)$ defined in (2.39).

With this choice of $\alpha$ and $P$ and a choice of $\Omega_{\text{out}} > e^{T_s L_x}$ and $s > 0$, the system will have the parameterized ISS property for some $\beta$ and $\gamma$ if it can be guaranteed that $\|x\| < l_x$ and $\|w\| < l_w$. For $|x(0)| < x_{\text{max}}$ and $\|w\| < w_{\text{max}}$ such that

$$\beta(x_{\text{max}}, 0; s) + \gamma(w_{\text{max}}, s) \leq l_x \quad \text{and} \quad w_{\text{max}} \leq l_w \quad (2.41)$$

this will be guaranteed and therefore the system will have the local practical parametrized ISS property. If the Lipschitz property holds globally, then the closed-loop system will have the parameterized ISS property.

A natural question would be what is the necessary number of quantization regions needed to achieve ISS for a given bound on $|x(0)|$ and $\|w\|$. Unfortunately, the theorem does not give a direct answer to this question. Nevertheless, we can say the following: Given $x_{\text{max}}$, $l_w = w_{\text{max}}$, $l_x$, $\lambda e = e^{T_s L_x}$, such that both (2.37) and

$$\beta_x(x_{\text{max}}, 0) + \gamma_{x,e} \left( \max \left\{ \lambda e \left( x_{\text{max}} + \frac{w_{\text{max}}}{\lambda e - 1} \right), \frac{\lambda^3 e}{\lambda e - 1} w_{\text{max}} \right\} \right) + \gamma_{x,w} (w_{\text{max}}) < l_x$$

hold, where $\beta_x$, $\gamma_{x,e}$ and $\gamma_{x,w}$ are the ISS gains of the state feedback control law, there exist appropriate design parameters $P$, $\Omega_{\text{out}}$, $\alpha$, $N$ and $s$ with which the closed-loop system will have the local practical parametrized ISS property.

The proof of Theorem 2.6.1 follows the same lines as the proof of Theorem 2.4.2 and it is therefore omitted. See also [34] for a similar result but without disturbances.

## 2.7 Extension to Time Delays

Incorporating time delays, we assume for every $k \in \mathbb{Z}_{\geq 0}$ the controller receives the information $z_k = z(kT_s)$ only at time $kT_s + \delta_k$ where $\delta_k \in [0, T_s)$ is the delay. The delay is unknown to the controller and it does not need to be fixed. We set $\delta_{\text{max}} = \sup_{k \geq 0} \delta_k$. To simplify the derivation, we assume that there is no external disturbance ($w \equiv 0$), and that there are no modeling errors ($A \equiv A_0$). With these settings we established the following result:

**Theorem 2.7.1.** Given an implementation of the controller above with any valid choice for the design parameters such that the control system has the convergence property, the closed loop system will have the following semiglobal stability property: For every $x_{\text{max}} \geq 0$, there exists a sufficiently small but strictly
positive $\bar{\delta}_{\text{max}}$ such that if $\delta_{\text{max}} \leq \bar{\delta}_{\text{max}}$ then the following bound, $\forall t \geq 0$:

$$|x(t)| \leq \beta(|x(0)|, t) + \gamma(\delta_{\text{max}})$$

(2.42)

holds whenever $|x(0)| \leq x_{\text{max}}$, where the function $\beta$ is of class $K\mathcal{L}$ and $\gamma$ is of class $K$.

**Remark 2.7.1.** Known results on delays, [33] for example, provide what can be interpreted as a more general result than (2.42), in which the time 0 is replaced with $t_0$ and the bound holds for arbitrary $t_0$. In fact, an intermediate step in proving Theorem 2.7.1 (see (2.57) below) does provide a similar result which holds for arbitrary $t_0$. However, results for systems with delays which hold for arbitrary $t_0$ require knowledge of a history of the state over some nonzero time interval. By constraining ourselves to $t_0 = 0$ we are able to get a bound which only depends on the state at this time instance.

We start by giving a brief overview of the proof of Theorem 2.7.1. In addition to the state signal, $x(t)$, we define a state estimation error signal, $\tilde{x}(t) = \hat{x}(t) - x(t - \delta)$ (the explicit dependence of $\delta$ on $t$ will be provided in the proof itself). We also define two additional signals, $\theta_x(t) = x(t - \delta) - x(t)$ and $\theta_e(t) = \tilde{x}(t - \delta) - \tilde{x}(t)$. We use a small-gain argument between $x$ and $\theta_x$ in Lemma 2.7.3 to show that for a sufficiently small delay, there exists an ISS relation between the state estimation error signal (as the only input) and the state signal. We establish that the two signals $\theta_x(t)$ and $\theta_e(t)$ enter the system as external disturbances, and recall in Corollary 2.7.4 our previous result that the state estimation error signal possesses the ISS property with respect to external disturbances. We then use a small-gain argument between $\tilde{x}$ and $\theta_e$ in Lemma 2.7.6 to show that for a sufficiently small delay, there exists a local ISS relation between the state signal (as the only input) and the state estimation error signal. Finally, in the proof of Theorem 2.7.1 we use another small-gain argument between these two established ISS relations to derive the desired result.

We adopt the following notation from [71]: $x_d(t) = \|x\|_{[t, t_0]}$ and $\tilde{x}_d(t) = \|\tilde{x}\|_{[t, t_0]}$ where

$$\Delta = 2T_s + \delta_{\text{max}}.$$

The proof of Theorem 2.7.1 will come after the following intermediate results. The proofs of the intermediate results are deferred to §2.9

**Lemma 2.7.2.** Let a system with state $x$ satisfy the following relation, $\forall t \geq t_0 \geq \Delta$:

$$|x(t)| \leq \beta_x(|x(t_0)|, t - t_0) + \gamma_x\left(\|x_d\|_{[t_0,t]}\right) + \gamma_w\left(\|w\|_{[t_0,t]}\right)$$

(2.43)
where $\beta \in \mathcal{K}\mathcal{L}$, and $\gamma_x, \gamma_w \in \mathcal{K}_\infty$. If $\gamma_x (r) < \lambda r$ for some $\lambda < 1$, then for every function $\gamma \in \mathcal{K}_\infty$ such that

$$\gamma (\nu) \geq \left( 1 + \sqrt{\frac{\lambda}{1 - \lambda}} \right) \left( 1 + \lambda \left( 1 + \sqrt{\frac{\lambda}{1 - \lambda}} \right) \right) \gamma_w (\nu)$$

(2.44)

there exists a function $\beta \in \mathcal{K}\mathcal{L}$ such that $\forall t \geq t_0 \geq \Delta$:

$$|x_d (t)| \leq \beta (|x_d (t_0)|, t - t_0) + \gamma \left( \|w\|_{[t_0, t]} \right).$$

(2.45)

Define $k (t) = \max \{ k \in \mathbb{Z}_{\geq 0} | kT_s + \delta_k \leq t \}$, the index of the last sampling which arrived at the controller before time $t$. With this definition we can write

$$\dot{x} (t) = Ax (t) + BK (x (t - \delta_k(t)) + \dot{x} (t)) = (A + BK)x (t) + BK(\theta_x (t) + \dot{x} (t))$$

(2.46)

where $\theta_x (t) \triangleq x (t - \delta_k(t)) - x (t)$ and $\dot{x} (t) \triangleq \dot{x} (t) - x (t - \delta_k(t))$.

Lemma 2.7.3. There exists a sufficiently small, but strictly positive, $\delta_{\max}$, such that if $\delta_{\max} \leq \tilde{\delta}_{\max}$ then the following ISS relation, $\forall t \geq t_0 \geq \Delta$:

$$|x_d (t)| \leq \beta_x (|x_d (t_0)|, t - t_0) + \gamma_x \left( \|\bar{x}_d\|_{[t_0, t]} \right)$$

(2.47)

holds where $\beta_x \in \mathcal{K}\mathcal{L}$ and $\gamma_x \in \mathcal{K}_\infty$ is a linear function.

Define $\tilde{k} = \lfloor t/T_s \rfloor$. Another way to expand (2.46) is as follows, $\forall t \geq \delta_0$:

$$\dot{x} (t) = Ax (t) + Bu (t) = Ax (t) + BK \dot{x} (t)
\begin{align*}
&= Ax (t) + BK \left( \dot{x} (t + \delta_k(t)) + \dot{x} (t) - \dot{x} (t + \delta_k(t)) \right) \\
&= Ax (t) + Bu (t + \delta_k(t)) + BK \left( \theta_e (t + \delta_k(t)) + \theta_x (t) \right)
\end{align*}$$

(2.48)

where $\theta_e (t) \triangleq \dot{x} (t - \delta_k(t)) - \dot{x} (t)$. For $t \geq T_s + \delta_1$, $t \neq kT_s + \delta_k \forall k$, the state estimate evolves according to (2.14) and thus the estimation error, $\dot{x}$, evolves according to

$$\dot{\hat{x}} (t) = \hat{x} (t) - \dot{x} (t - \delta_k(t)) = A \hat{x} (t) - BK(\theta_e (t) + \theta_x (t - \delta_k(t)))$$

(2.49)
Denoting

\[ w(t) \triangleq -BK(\theta_e(t) + \theta_x(t - \delta_k(t))) , \]

\[ w_k^d \equiv \int_{kT_s + \delta_k}^{(k+1)T_s + \delta_k} e^{A(k+1)T_s + \delta_k - t} w(t) \, dt, \]

we have that \( \forall k \geq 1 \):

\[ c_{k+1} - x_{k+1} = c((k + 1)T_s) - x((k + 1)T_s) = e^{T_s A} \tilde{x}(kT_s + \delta_k) + w_k^d \triangleq e^{T_s A} \tilde{x}_k + w_k^d \]  \hspace{1cm} (2.50)

where \( c \) is the quantization parameter defining the center of the quantizer. In Proposition 2.4.1 we proved that if the system satisfies (2.50), then the following holds:

**Corollary 2.7.4.** There exist functions \( \beta_{c,d} \in \mathcal{KL} \) and \( \gamma_{c,d} \in \mathcal{K}_\infty \) such that \( \forall k \geq k_0 \geq 1 \):

\[
|\tilde{x}_k| \leq \beta_{c,d}([\tilde{x}_{k_0}], k-k_0; \mu_{k_0}) + \gamma_{c,d}\left(\|w^d\|_{\{k_0,\ldots,k-1\}}; \mu_{k_0}\right)
\]

\[
\mu_k \leq \psi\left(\|\tilde{x}\|_{\{k_0,\ldots,k-1\}}; \mu_{k_0}\right).
\]  \hspace{1cm} (2.51)

The function \( \psi(\cdot, \cdot) \) as a function of its first argument when its second argument is fixed, is continuous, non-decreasing and non-negative. As a function of its second argument when its first argument is fixed, it is continuous.

**Lemma 2.7.5.** The delayed estimation error, \( \tilde{x}_d \), satisfies the following relation, \( \forall t \geq t_0 \geq \Delta \):

\[
|\tilde{x}_d(t)| \leq \tilde{\beta}_e([\tilde{x}_d(t_0)], t-t_0; \mu_{k(t_0)}) + \tilde{\gamma}_e\left(\delta_{\max}\|\tilde{x}_d\|_{[t_0,t]}; \mu_{k(t_0)}\right) + \tilde{\gamma}_w\left(\delta_{\max}\|x_d\|_{[t_0,t]}; \mu_{k(t_0)}\right)
\]  \hspace{1cm} (2.52)

where \( \tilde{\beta}_e \in \mathcal{KL} \) and \( \tilde{\gamma}_e, \tilde{\gamma}_w \in \mathcal{K}_\infty \).

**Lemma 2.7.6.** For any \( d' > 0 \), \( x'_{\max} \), \( \bar{x}_{\max} \) and \( \mu_{\max} \) there exists a sufficiently small, but strictly positive, \( \delta_{\max} \), such that if \( \delta_{\max} \leq \delta_{\max} \) then the following ISS relation, \( \forall t \geq t_0 \geq \Delta \):

\[
|\tilde{x}_d(t)| \leq \beta_e([\tilde{x}_d(t_0)], t-t_0) + \gamma_e\left(\delta_{\max}\|x_d\|_{[t_0,t]}\right) + d'
\]  \hspace{1cm} (2.53)

where \( \beta_e \in \mathcal{KL} \) and \( \gamma_e \in \mathcal{K} \) holds for all \( \forall |\tilde{x}_d(\Delta)| \leq x'_{\max}, \forall \|x_d\|_{[\Delta,\infty]} \leq \bar{x}_{\max}, \) and \( \forall \mu_k(\Delta) \leq \mu_{\max} \). Furthermore, \( \forall \delta_{\max} \leq \bar{\delta}_{\max} \), we can write

\[
\|\tilde{x}_d\|_{[\Delta,t]} \leq \bar{\gamma}_1(\delta_{\max}) + \bar{\gamma}_e\left(\|x_d\|_{[\Delta,t]}\right) \quad \forall t \geq \Delta
\]  \hspace{1cm} (2.54)
where

\[
\lim_{\delta_{\max} \searrow 0} \tilde{\gamma}_1 (\delta_{\max}) = \max_{\mu \in [0, \mu_{\max}]} \tilde{\beta}_e (x'_{\max}, 0; \mu)
\]

\[
\lim_{\delta_{\max} \searrow 0} \gamma_e (\cdot; \delta_{\max}) = 0.
\]

(2.55)

**Proof of Theorem 2.7.1:** Let \(x'_{\max}, \mu_{\max}\) be given and assume it can be guaranteed that \(|x_d (\Delta)| \leq x'_{\max}\), \(|\tilde{x}_d (\Delta)| \leq x'_{\max}\) and \(\forall \mu_{k(\Delta)} \leq \mu_{\max}\). We start with \(\delta_{\max}\) such that (2.47) holds for all \(\delta_{\max} < \tilde{\delta}_{\max}\). We choose \(\bar{x}_{\max}\) such that

\[
\bar{x}_{\max} > \beta_x (x'_{\max}, 0) + \gamma_x \left( \sup_{\mu \in [0, \mu_{\max}]} \tilde{\beta}_e (x'_{\max}, 0; \mu) \right).
\]

(2.56)

By decreasing \(\tilde{\delta}_{\max}\) if necessary, we can get that \(\forall \delta_{\max} < \tilde{\delta}_{\max}\), (2.54) holds \(\forall \|x_d\|_{[\Delta, \infty]} \leq \bar{x}_{\max}\). Combining (2.47) and (2.54) we can write, using the linearity of \(\gamma_x\),

\[
|x (t)| \leq d + \gamma_x \left( \gamma_e \left( \|x\|_{[\Delta, t]}; \delta_{\max} \right) \right)
\]

where

\[
d \doteq \beta_x (x'_{\max}, 0) + \gamma_x (\tilde{\gamma}_1 (\delta_{\max})).
\]

From (2.55) we see that by decreasing \(\tilde{\delta}_{\max}\) further if necessary we can get \(\lambda < 1\) such that \(\forall \delta_{\max} < \tilde{\delta}_{\max}\),

\[
\gamma_x (\gamma_e (r; \delta_{\max})) < \lambda r, \quad \forall r \in [r'_0, r'_1]
\]

for any \(0 < r'_0 < \bar{x}_{\max} < r'_1\) and

\[
\frac{1}{1 - \lambda} d < \bar{x}_{\max}.
\]

Using Lemma 2.8.2, we can conclude that \(\|x_d\|_{[\Delta, \infty]} \leq \bar{x}_{\max}\). Finally we decrease \(\tilde{\delta}_{\max}\) even further if necessary so that \(\forall \delta_{\max} < \tilde{\delta}_{\max}\)

\[
\gamma_x (\gamma_e (\delta_{\max} r)) < r \quad \forall r \in [r'_0, r'_1].
\]

That, together with (2.47), (2.53), and Corollary 2.8.3 gives us

\[
|x_d (t)| \leq \beta' \left( \left\| \begin{array}{c} x_d (t_0) \\ \tilde{x}_d (t_0) \end{array} \right\|, t - t_0 \right) + d \quad \forall t \geq t_0 \geq \Delta
\]

(2.57)
where $\beta' \in \mathcal{KL}$. The last term above, $d_0$, is nonzero due to $d' > 0$ in (2.53) and $r'_0 > 0$ when $\delta_{\max} > 0$. However, we can make both $d'$ and $r'_0$ arbitrarily small, and therefore also $d$, by taking a sufficiently small $\delta_{\max} > 0$. Thus we can replace $d$ with $\gamma (\delta_{\max}) \in \mathcal{K}$.

We now bound the evolvement of $x$ and $\hat{x}$ from $t = 0$ to $t = \Delta$. Initially $\hat{x} = 0$ and at the first sampling by our quantizer $|\hat{x} (\delta_0)| < 2|x (0)|$, leading to $\| \hat{x} \|_{[0, T_s + \delta_1]} \leq e^{(T_s + \delta_{\max})\|A\|} 2|x (0)| \leq \rho_1 |x (0)|$. Thus

$$\|x\|_{[0, T_s + \delta_1]} \leq e^{(T_s + \delta_{\max})\|A\|} |x (0)| + (T_s + \delta_{\max}) e^{(T_s + \delta_{\max})\|A\|} \|BK\| \rho_1 |x (0)| \leq \rho_2 |x (0)|.$$

Then $|\hat{x} (T_s + \delta_1)| \leq (\rho_1 + \rho_2) |x (0)|$. Our quantizer has the property that $|\hat{x} (T_s + \delta_1)| \leq |\hat{x} (T_s + \delta_1)|$, so that $|\hat{x} (T_s + \delta_1)| \leq (\rho_1 + 2\rho_2) |x (0)|$. Repeating these arguments, we can derive the bound $|x_d (\Delta)| \leq \rho |x (0)|$ and $|\hat{x}_d (\Delta)| \leq \rho |x (0)|$ for some $\rho > 0$.

Noting that $k (\Delta) = 2$, we can also bound $\mu_k (\Delta) \leq s \Omega_{\text{out}}^2$. To complete the proof, find $\delta_{\max}$ such that (2.57) holds for $r'_\max = \rho r\max$ and $\mu_{\max} = s \Omega_{\text{out}}^2$, and set

$$\beta (\nu; t) \doteq \beta' (\rho \nu, \max \{0, t - \Delta\}).$$

\[\square\]

### 2.8 Small-Gain Theorem for Local Practical Parameterized ISS

The following is a modification of the small-gain theorem ([25, Theorem 2.1]). It states that the interconnection of an ISS system and a parameterized ISS system, under a small-gain condition, results in a local practical ISS system.

**Theorem 2.8.1.** Consider two systems whose state variables, $x_1$ and $x_2$, satisfy the ISS and the parameterized ISS properties, respectively:

\[
\begin{align*}
|x_1 (t)| & \leq \beta_1 (|x_1 (t_0)|, t - t_0) + \gamma_1 \left( \|x_2\|_{[t_0, t]} \right) + \gamma \left( \|w\|_{[t_0, t]} \right) \\
|x_2 (t)| & \leq \beta_2 (|x_2 (t_0)|, t - t_0; \mu (t_0)) + \gamma_2 \left( \delta \|x_1\|_{[t_0, t]} ; \mu (t_0) \right) + \gamma \left( \|w\|_{[t_0, t]} ; \mu (t_0) \right) \\
\mu (t) & \leq \gamma_{\mu} \left( \|x_2\|_{[t_0, t]} ; \mu (t_0) \right), \\
\forall t \geq t_0 & \geq 0. \tag{2.58}
\end{align*}
\]

Assume the first trajectory, $x_1$, is continuous. Then the interconnected system will satisfy the local practical input-to-state stability property: \(\exists \delta_{\max}, x_{\max}, w_{\max} \in \mathbb{R}_{>0} \text{ such that } \forall \delta \leq \delta_{\max}, \forall |x_1 (0)| < x_{\max}, \forall |x_2 (0)| < \)
\[
    x_{\text{max}}, \forall \|w\|_{[0,t]} < w_{\text{max}},
\]

\[
    |x_1(t)| \leq \beta_{ic}\left(\left\|\begin{array}{c}
        x_1(t_0) \\
        x_2(t_0)
    \end{array}\right\|_{t_0}, t - t_0\right) + \gamma_{ic}\left(\|w\|_{[t_0,t]}\right) + \lambda(\delta)
\]

(2.59)

for all \( t \geq t_0 \geq 0 \) where \( \beta_{ic} \) is of class \( K_L \) and \( \gamma_{ic} \) and \( \lambda \) are of class \( K_{\infty} \). The function \( s_{\infty} \) is continuous in all its variables and satisfies \( s_{\infty}(0, 0, \rho, 0) = 0 \) \( \forall \rho \geq 0 \).

Remark 2.8.1. The proof below follows the first part of the proof of [25, Theorem 2.1] with necessary modifications. Two things make the setting of Theorem 2.8.1 different from the setting of [25, Theorem 2.1]. These are the additional state, \( \mu \), and the fact that the small-gain condition only holds locally. We need to show that our system can be written in the formulation of [25, Theorem 2.1]. We achieve this by showing that as long as the small-gain condition holds, the signal \( x_1 \), and subsequently all the other signals, are bounded in the interior of the region in which the small-gain condition holds. Since the signal \( x_1 \) is continuous, it cannot jump to where the small-gain condition does not hold, and we can conclude that the small-gain condition must hold indefinitely. Note that the second signal, \( x_2 \), corresponding to our state estimation error, may not be continuous at the sampling times. In the state feedback case it can be shown that the norm of the estimation error only decreases at these instances of discontinuity, making it possible to use apply Lemma 2.8.2 on \( x_2 \) in the proof of Theorem 2.8.1. In the output feedback case, however, the norm of the estimation error may in fact increase at these instances of discontinuity, making this argument not applicable (it is still applicable on \( x_1 \) even in this case).

The proof of Theorem 2.8.1 will come after the following intermediate results.

Lemma 2.8.2. Assume for some \( t_0 \) the signal \( x \) satisfies

\[
    |x(t)| \leq d + \gamma\left(\|x\|_{[t_0,t]}\right), \quad \forall t \geq t_0
\]

(2.60)

and

\[
    \lim_{\tau \nearrow t} |x(\tau)| \geq |x(t)|, \quad \forall t \geq t_0
\]

(2.61)

(any discontinuity in the signal results in a decrease of the norm of the signal). Assume further that for some \( r_2 > r_1 > 0 \), \( \lambda < 1 \)

\[
    \gamma(r) < \lambda r \quad \forall r \in [r_1, r_2]
\]

(2.62)
and

\[ x_{\max} = \max \left\{ r_1, \frac{1}{1-\lambda} d \right\} < r_2. \] (2.63)

Then given that \(|x(t_0)| \leq x_{\max}\), we have

\[ \|x\|_{[t_0, \infty]} \leq x_{\max}. \]

**Proof:** Assume on the contrary that there exists \( t' \geq t_0 \) such that \(|x(t')| > x_{\max}\). Choose \( \varepsilon = x_{\max} + \min \left\{ \|x\|_{[t_0, \infty]} - x_{\max}, r_2 - x_{\max} \right\} / 2 \) so that \( t = \inf \{ \tau \geq t_0 \mid |x(\tau)| \geq \varepsilon \} \) is well-defined. By definition of \( t \), \( \|x\|_{[t_0, t]} \leq x_{\max} + \varepsilon \) and from \(|x(t_0)| \leq x_{\max}\) and (2.61), \( t > t_0 \) and \(|x(t)| = x_{\max} + \varepsilon\). Thus \( \|x\|_{[t_0, t]} = x_{\max} + \varepsilon < r_2 \). From (2.60) and (2.62) we can now write \( \|x\|_{[t_0, t]} \leq \|d\| + \lambda \|x\|_{[t_0, t]} \), and conclude using (2.63) that \( \|x\|_{[t_0, t]} \leq x_{\max}. \) This contradicts \( \|x\|_{[t_0, t]} = x_{\max} + \varepsilon. \)

A corollary of the small-gain theorem [25, Theorem 2.1] gives us the following local result:

**Corollary 2.8.3.** Given \( \beta_1, \beta_2 \in \mathcal{KL}, \gamma_1, \gamma_2, \pi \in \mathcal{K}_{\infty} \), and \( \rho < 1 \), there exists \( \beta \in \mathcal{KL} \) and \( \gamma_1, \lambda_1, \lambda_2, \lambda_0 \in \mathcal{K}_{\infty} \) with the following property. For every three signals \( x_1, x_2, w \) satisfying \( \forall t \geq t_0 \geq 0 \)

\[ |x_1(t)| \leq \beta_1(\|x_1(t_0)\|, t - t_0) + \gamma_{1, x} \left( \|x_2\|_{[t_0, t]} \right) + \gamma_{1, w} \left( \|w\|_{[t_0, t]} \right) + d_1 \]
\[ |x_2(t)| \leq \beta_2(\|x_2(t_0)\|, t - t_0) + \gamma_{2, x} \left( \|x_1\|_{[t_0, t]} \right) + \gamma_{2, w} \left( \|w\|_{[t_0, t]} \right) + d_2 \]

where \( \gamma_{1, w}, \gamma_{2, w} \in \mathcal{K} \) and \( d_1, d_2 \in \mathbb{R}_{\geq 0} \), and every \( r_1 > r_0 > 0 \) satisfying the small-gain condition

\[ \gamma_{1, x}(\gamma_{2, x}(r)) \leq \rho r, \quad \forall r \in [r_0, r_1], \]

if it can be guaranteed that

\[ \|x_1\|_{[0, \infty]} \leq r_1. \] (2.64)

then \( \forall t \geq t_0 \geq 0 \):

\[ |x_1(t)| \leq \beta \left( \begin{array}{c} x_1(t_0) \\ x_2(t_0) \end{array} \right), t - t_0 \right) + \gamma \left( \gamma_{1, w} \left( \|w\|_{[t_0, t]} \right) \right) + \gamma \left( \gamma_{2, w} \left( \|w\|_{[t_0, t]} \right) \right) + \lambda_1(d_1) + \lambda_2(d_2) + \lambda_0(r_0). \]

**Proof of Theorem 2.8.1:** Choose arbitrary \( r_1 > r_0 > 0 \), \( \bar{\mu} \) such that \( \bar{\mu} > \gamma_{\mu}(r_1; \mu(0); \mu(0)), \rho < 1 \)
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and consider the following small-gain condition:

\[ \gamma_1 (\gamma_2 (\delta r; \mu)) \leq \rho r, \quad \forall r \in [r_0, r_1] \subset \mathbb{R}_{\geq 0}, \quad \forall \mu \in [0, \bar{\mu}] . \]  

(2.65)

For every fixed \( \mu, \gamma_1 (\cdot) \) and \( \gamma_2 (\cdot; \mu) \) are of class \( K_\infty \). Thus for every \( r \in [r_0, r_1] \) and every \( \mu \in [0, \bar{\mu}] \) there exists a small enough but strictly positive \( \delta_A \) for which the small-gain condition holds. Since \([r_0, r_1] \times [0, \bar{\mu}]\) is a compact set and all the functions in (2.65) are continuous, the minimum of \( \delta \) satisfying the small-gain condition over this whole set must also be strictly positive. Set \( \delta_{\text{max}} \) to be this minimum.

Since \( \rho \) in (2.65) is strictly smaller than 1, there exist \( \alpha > 0 \) and \( \rho' < 1 \) such that

\[ \gamma_1 ((1 + \alpha) \gamma_2 (r; \mu)) \leq \rho' r, \quad \forall r \in [r_0, r_1], \quad \forall \mu \in [0, \bar{\mu}] . \]  

(2.66)

For all nondecreasing functions \( \gamma \) and all \( \alpha > 0 \), \( a > 0 \) and \( b > 0 \), we have \( \gamma (a + b) \leq \gamma ((1 + \alpha) a) + \gamma ((1 + 1/\alpha) b) \). Using this and (2.66) we can derive \( \forall t \geq 0, \)

\[ |x_1(t)| \leq \beta_1 (|x_1(0)|, 0) + \gamma (\|w\|) + \gamma_1 (\beta_2 (|x_2(0)|, 0; \mu (0)) + \gamma_2 (\|x_1\|_{[0,t]}; \mu (0))) \]

\[ \leq \beta_1 (|x_1(0)|, 0) + \gamma_1 (1 + \alpha) \gamma_2 (\|x_1\|_{[0,t]}; \mu (0)) + \gamma_1 \left( 1 + \frac{1}{\alpha} \right) (\beta_2 (|x_2(0)|, 0; \mu (0)) + \gamma (\|w\|; \mu (0))) + \gamma (\|w\|) . \]

Define

\[ s_\infty (|x_1(0)|, |x_2(0)|, \mu (0), \|w\|) \equiv \frac{1}{1 - \rho'} (\beta_1 (|x_1(0)|, 0) + \gamma (\|w\|)) + \frac{1}{1 - \rho'} \gamma_1 \left( 1 + \frac{1}{\alpha} \right) (\beta_2 (|x_2(0)|, 0; \mu (0)) + \gamma (\|w\|; \mu (0))) . \]

By the choice of \( \bar{\mu} \), it is always possible to find \( s_{\text{max}} < r_1 \), \( x_{\text{max}} > 0 \), \( w_{\text{max}} > 0 \) such that

\[ s_\infty (|x_1(0)|, |x_2(0)|, \mu (0), \|w\|) \leq s_{\text{max}} \leq r_1 , \gamma_\mu (\beta_2 (|x_2(0)|, 0; \mu (0)) + \gamma_2 (s_{\text{max}}; \mu (0)) + \gamma (\|w\|; \mu (0))) < \bar{\mu} \]

\[ \forall |x_1(0)| < x_{\text{max}}, \quad \forall |x_2(0)| < x_{\text{max}}, \quad \forall \|w\|_{[0,t]} < w_{\text{max}} . \]

(2.67)
Given that (2.67) holds, we can use Lemma 2.8.2 to get \(|x_1|_{[0,\infty]} \leq s_{\text{max}}\). Using (2.58) we can also derive the bound
\[
\|\mu\| \leq \gamma_{\mu} (\beta_2 (|x_2 (0)|, 0; \mu (0)) + \gamma_2 (s_{\text{max}}; \mu (0)) + \gamma (\|w\|; \mu (0)), \mu (0)) < \bar{\mu}.
\]
And with this, we can write
\[
|x_1 (t)| \leq \beta_1 (|x_1 (t_0)|, t - t_0) + \gamma_1 \left(\|x_2\|_{[t_0, t]}\right) + \gamma \left(\|w\|_{[t_0, t]}\right)
\]
\[
|x_2 (t)| \leq \max_{\mu \in [0, \bar{\mu}]} \beta_2 (|x_2 (t_0)|, t - t_0; \mu) + \max_{\mu \in [0, \bar{\mu}]} \gamma_2 \left(\|x_1\|_{[t_0, t]}; \mu\right) + \max_{\mu \in [0, \bar{\mu}]} \gamma \left(\|w\|_{[t_0, t]}; \mu\right)
\]
for all \(t \geq t_0 \geq 0\). Note that for every fixed \(\mu \in \mathbb{R}_{\geq 0}\) the function \(\beta_2 (\cdot, \cdot; \mu)\) is a function of class \(KL\) and the functions \(\gamma_2 (\cdot; \mu)\) and \(\gamma (\cdot; \mu)\) are of class \(K_{\infty}\). They are also all continuous in \(\mu\). Thus taking the maximum of these functions over \(\mu\) is well defined and does not change their \(KL/K_{\infty}\) characteristics. Note that we can actually satisfy the following small-gain condition \(\forall \delta \leq \delta_{\text{max}}:\n\)
\[
\gamma_1 (\gamma_2 (\delta r, \mu)) \leq \rho r, \quad \forall r \in [\lambda (\delta), r_1] \subset \mathbb{R}_{\geq 0}, \quad \forall \mu \in [0, \bar{\mu}].
\]
where \(\lambda \in \mathcal{K}\). Corollary 2.8.3 now gives us (2.59).

### 2.9 Proofs of the Technical Lemmas

**Proof of Lemma 2.4.1:** Assume \(\alpha\) satisfies \(\sigma_{pi} + \frac{\alpha}{N} \leq 1\) and for simplicity assume also that \(P\) is a multiple of \(r\). Then for all \(l \in \{1 \ldots P/r - 1\}:
\[
\|\mu'\|_{l, \ldots, (l+1)r-1} \leq \sigma_{pi}^l + \sum_{m=0}^{l-1} \sigma_{pi}^m \frac{\alpha}{N} \approx V (l).
\]
Because \(\sigma_{pi} < 1\) we have that \(V (l)\) converges to \(\frac{\alpha}{N (1 - \sigma)}\) as \(l \to \infty\). We also have
\[
\|\mu'\|_{P/r - \ldots} \leq \max \left\{ \frac{N}{N - 2} \sigma_{pi} V (P/r - 1) + \frac{\alpha}{N - 2}, \left(\frac{N}{N - 2} \sigma_{pi}\right)^r V (P/r - 1) + \sum_{m=0}^{r-1} \left(\frac{N}{N - 2} \sigma_{pi}\right)^m \frac{\alpha}{N - 2} \right\}.
\]
Since we can make \(V (P/r - 1)\) arbitrarily small by taking \(P\) to be large enough and \(\alpha\) to be small enough, we can make \(\|\mu'\|_{P/r - \ldots} < 1\), which satisfies the convergence property.
We will use the following definition in the proofs below:

\[
\tilde{D} = \begin{bmatrix}
-C & -CA_d^{-1} & \cdots & -CA_d^{-r+2} \\
0 & -C & \cdots & -CA_d^{-r+3} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -C \\
0 & 0 & \cdots & 0
\end{bmatrix}.
\]

**Proof of Lemma 2.4.3:** Set \(\lambda = \|\mu\|_{\{k-r+1..k\}}\). Between time steps \(k' + 1\) and \(k' + P\), \(\mu\) is updated according to (2.16) or (2.17). Note that \(F(\mu; k)\) depends linearly, with positive coefficients, on \(\mu_{k-r}..\mu_{k-1}\). Therefore, it is easy to see by induction from \(k = k' + 1\) to \(k = k' + P\) that \(\mu_k \leq \lambda \mu_{k' + r - 1}\). As we have that condition (2.19) holds, the result of the lemma follows.

**Proof of Lemma 2.4.4:** The settings \(mode(k' + 1) = update\) and \(p = 0\) imply that for \(m \in \{k' - r + 1..k\}\) we had \(saturated(m) = false\) and either \(mode(m) = capture\) or \(mode(m) = detect\). The structure of our quantizer is such that if \(saturated(m) = false\) for some \(m\), then \(|\tilde{y}_m| < \mu_m\) where \(\tilde{y}_m \equiv z_m - y_m\) denoting the quantization error. The observations can be written as

\[
z_{k-l} = CA_d^l \hat{x}_k - C \sum_{i=1}^{l} A_d^{-i} u_{k-l+i-1} - C \sum_{i=1}^{l} A_d^{-i} w_{k-l+i-1} + \tilde{y}_{k-l}.
\]  
(2.68)

Since the state estimate (2.13) was chosen so that \(\hat{x}_k = x_k\) in the absence of measurement errors and disturbances, we get together with (2.68) that

\[
\tilde{x}_k^+ = G \begin{bmatrix}
\tilde{y}_{k-r+1} \\
\vdots \\
\tilde{y}_k
\end{bmatrix} + G \tilde{D} \begin{bmatrix}
w_{k-r+1}^d \\
\vdots \\
w_{k-1}^d
\end{bmatrix}.
\]  
(2.69)

When taking the next measurement at time step \(k + 1\), the distance between the real output, \(y_{k+1}\), and the center of the quantizer \(C\tilde{x}_{k+1}^-\) is

\[
|y_{k+1} - C\tilde{x}_{k+1}^-| = |CA_d \tilde{x}_k^+ + Cw_k^d| \leq F(\mu; k + 1) + \|CA_d G \tilde{D} | C\| \|w^d\|_{[k-r+1..k]}.
\]  
(2.70)

Given that (2.23) holds with

\[
\zeta_D = \|CA_d G \tilde{D} | C\|,
\]
we have from (2.16) that
\[ |y_{k+1} - C\hat{x}_{k+1}^-| \leq N\mu_{k+1}. \]  
(2.71)

The structure of our quantizer guarantees in this case that \( |\hat{y}_{k+1}| \leq \mu_{k+1} \). We can now repeat these arguments and show that (2.69)–(2.71) holds for all \( k \in \{k' \ldots k' + P - r\} \).

At time steps \( k' + P - r \) the controller will switch to mode \( (k' + P - r + 1) = \text{detect} \), and we will have for \( l = P - r + 1 \) that \( |y_{k+1} - C\hat{x}_{k+1}^-| \leq (N - 2) \mu_{k' + l} \). This guarantees that both \( |\hat{y}_{k+1}| \leq \mu_{k' + l} \) and \( \text{saturated}(k' + l) = \text{false} \), thus mode \( (k' + l + 1) = \text{detect} \). Again, we can repeat these arguments for \( l \in \{P - r + 2 \ldots P\} \) with the exception that for \( l = P \) the controller will set \( \text{mode}(k' + l + 1) = \text{update} \).

Based on (2.69) we can bound the estimation error for \( l \in \{0 \ldots P - 1\} \) as
\[ |\hat{x}_{k+1}'| \leq \|G\| \|\mu\|_{\{k' - r + 1 \ldots k' + l\}} + \|G\| \|w^d\|_{\{k' - r + 1 \ldots k' + l - 1\}} \leq \zeta\|\mu\|_{\{k' - r + 1 \ldots k'\}} \]
where
\[ \zeta = \frac{2\|G\|\|\mu\|_{\{0 \ldots r - P - 1\}} + \|G\|\|w^d\|_{\{k' - r + 1 \ldots k'\}}}{\zeta_D}. \]

Note that in the definition of \( \zeta \) we used the constants \( \mu' \)’s defined in (2.18).

**Proof of Lemma 2.4.5:** If (2.23) does not hold, then it will not necessarily be true that \( |\hat{y}_k| \leq \mu_k \), \( \forall k \in \{k' + 1 \ldots k' + P - r\} \). However, since now we have that
\[ \|\hat{y}\|_{\{k' - r + 1 \ldots k\}} \leq \|\mu\|_{\{k' - r + 1 \ldots k\}} \leq \frac{1}{\alpha} \|\mu'\|_{\{0 \ldots r + P - 2\}} \]
we can still bound the estimation error as follows. For \( k \in \{k' + \ldots k\} \) we have
\[ \|\hat{x}_{k+1}\| \leq \|G\| \|\hat{y}\|_{\{k - r + 1 \ldots k\}} + \|G\| \|w^d\|_{\{k - r + 1 \ldots k - 1\}} \]
\[ \|\hat{y}_{k+1}\| \leq \|CA_d\| \|\hat{x}_{k+1}\| + \|C\| \|w^d\|_{\{k - r + 1 \ldots k - 1\}} \]
Iterating these two inequalities and combining with (2.72) we get \( \|\hat{x}_{k+1}\| \leq \zeta_w \|w^d\|_{k' - r + 1 \ldots k - 1} \) where
\[ \zeta_w = \|G\| \|CA_dG\| \left( \frac{1}{\alpha} \zeta_D + \sum_{m=1}^{P} \|G\| \|CA_dG\|^{m-1} \right) \]

**Proof of Lemma 2.4.6:** Let \( k_\text{3} \) be the first time step after \( k_2 \) such that \( \text{mode}(k_\text{3} + 1) = \text{update} \) (let
...where $\zeta \doteq \frac{1}{\|A_d\| - 1}$. Now, the zoom factor grows as $\mu_{k_2+l} = \mu_{k_2}\Omega_{\text{out}}^l$. Define

$$T_1^*(\nu; \rho) \doteq \max \left\{ 0, \log_{\Omega_{\text{out}}/\|A_d\|} \left( \frac{\|C\| \nu}{\rho (N - 2)} \right) + 1 \right\} + r - 1$$

and note that when $\rho$ is fixed, $T_1^*(\cdot; \rho)$ is a nondecreasing function. Assuming $\text{mode}(k) = \text{capture}$ $\forall k \in \{k_2+1 \ldots k_2 + [T_1^* (|x_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2})]\}$, we will have

$$|y_{k_2+|T_1^*|-r+1} - C\hat{x}_{k_2+|T_1^*|-r+1}| \leq \|C\| |\hat{x}_{k_2+|T_1^*|-r+1}| \leq (N - 2) \mu_{k_2+|T_1^*|-r+1}.$$  

Thus $\text{saturated}(k_2 + |T_1^*| - r + 1) = \text{false}$ as well as $\text{saturated}(k_2 + |T_1^*| + l) = \text{false}$ for $l = -r + 2 \ldots 0$ which guarantees that $k_3 \leq k_2 + T_1^* < \infty$ where $k_3$ is the first time step after $k_2$ such that $\text{mode} (k_3 + 1) = \text{update}$ and $p(k_3) = 0$. Using (2.73) we can bound the estimation error until the controller switches to the measurement update mode at $k_3$ by

$$\|\hat{x}\|_{\{k_2+\ldots k_3\}} \leq \delta_1 (|\hat{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2}), \quad \delta_1(\nu; \rho) \doteq \|A_d\|^{|T_1^*| (\nu; \rho)}\nu.$$  

Note also that $\delta_1 (|\hat{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2}) \leq \mu_{k_2}\zeta_b\Omega_{\text{out}}^{|T_1^*|} (|\hat{x}_{k_2}| + \zeta_C \|w^d\|; \mu_{k_2})$ where $\zeta_b \doteq \frac{(N-2)}{\|C\|}$.  

\textbf{Proof of Lemma 2.4.7:} Assume first that $\text{mode}(k_2) = \text{capture}$ and consider the case $|\hat{x}_{k_2}| + \zeta_C \|w^d\| \leq \frac{\mu_{k_2}}{\|C\|}$. Following the same arguments as in Lemma 2.4.6 which led to (2.73), we can write for $l \in \{1 \ldots r\}$:

$$\|C\| |\hat{x}_{k_2+l}| \leq \|C\| \|A_d\|^l (|\hat{x}_{k_2}| + \zeta_C \|w^d\|) \leq \mu_{k_2}\Omega_{\text{out}}^l = \mu_{k_2+l}.$$  

This implies that if $\text{mode}(k_2) = \text{capture}$, then at $k_2 + r - p(k_2) \leq k_2 + r$ the controller will switch to the measurement update mode. If for some time step $k$ the following holds

$$|y_k - C\hat{x}_k^-| \leq \|C\| \|\hat{x}_k^-\| \leq \mu_k \quad (2.74)$$

then the output from the quantizer will be such that $z_k = c = C\hat{x}_k^-$. If for some time step $k'$ ($2.74$) is true $\forall k \in \{k' - p \ldots k'\}$, and $\hat{x}_{k'}^+$ is updated with $G(z; u^d; k')$, then we will have $\hat{x}_{k'}^+ = \hat{x}_{k'}^-$. This implies
that \( \mathbf{x}_{k'} = A_d \mathbf{x}_{k'-1} + \mathbf{w}^d_{k'-1} \). In turn, this means that if the estimation error is sufficiently small compared to the zoom factor, then (2.73) continues to hold for \( l \in \{0 \ldots k_3 - k_2\} \) even if we pick \( k_3 > k_2 \) such that \( \text{mode}(k_3) \neq \text{capture} \).

Now define

\[
\xi (\nu; \rho) = \left( \frac{1}{\rho^s} \right)^{\frac{\log(\| A_d \|^p)}{\log(\| A_d \|^p) - \log(\| A_d \|^p)}} (\| C \| \nu)^{\frac{\log(\| A_d \|^p)}{\log(\| A_d \|^p) - \log(\| A_d \|^p)}}
\]

\[
T^*_2 (\nu; \rho) \doteq P \left[ \log_\pi \left( \frac{\xi (\nu; \rho)}{\rho^s} \right) \right], \quad \varsigma \doteq \min_{k \in \{r \ldots r + P-1\}} \mu' (k) \leq \sigma.
\]

Note that in the definition of \( \varsigma \) we use the \( \mu' \)'s defined in (2.18) and we assume without loss of generality that \( \varsigma > 0 \). Assume also that \( |\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \| \) is sufficiently small such that \( T^*_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2}) \geq r + P \). We defined \( \xi \) and \( T^*_2 \) such that we will have for all \( k \in \{k_2 \ldots k_3 + T^*_2 (\| \mathbf{w}^d \|) \}

\[
\mu_k \geq \mu_{k_2} \varsigma \delta^{T^*_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2})} > \xi (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2})
\]

and

\[
\| C \| \mathbf{x} \{k_2, \ldots, k_3 + T^*_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2})\} \leq \| A_d \| T^*_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2}) \| C \| \mathbf{x} \{k_2, \ldots, k_3 + T^*_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2})\}
\]

\[
\leq \left( \frac{\xi (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2})}{\mu_{k_2} \varsigma} \right)^{\frac{\log(\| A_d \|^p)}{\log(\| A_d \|^p)}} \| C \| (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|) = \xi (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2}).
\]

In deriving the first inequality in (2.76) we used (2.73) to bound the estimation error — even though it is not true that \( \text{mode}(k_2 + l) = \text{capture} \ \forall l < T^*_2 \), we can still use (2.73) since (2.75) and (2.76) imply that (2.74) holds. The proof is completed by setting

\[
\tilde{\delta}_2 (\nu; \rho) = \frac{\xi (\nu; \rho)}{\| C \|}, \quad \varsigma \doteq \Omega_{\text{out}} / \varsigma
\]

and letting \( \varepsilon (\cdot) > 0 \) be any class \( \mathcal{K} \) function such that \( \varepsilon (\rho) \leq \frac{\rho}{\| C \|} \) and \( T^*_2 (\varepsilon (\rho); \rho) \geq r + P \). Note that the function \( \tilde{\delta}_2 (\cdot; \rho) \) is a class \( \mathcal{K}_\infty \) function for each fixed \( \rho \), and that \( \tilde{\delta}_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2}) \leq \mu_{k_2} \varsigma \delta^{T^*_2 (|\mathbf{x}_{k_2}| + \varsigma C \| \mathbf{w}^d \|; \mu_{k_2})} \).
where \( \beta_d (\nu, t) = 1_{t<\Delta \nu +1_{t\geq \Delta} e^{-1/\epsilon (t-\Delta)}} \) with arbitrary \( \epsilon > 0 \) \((1_{t<\Delta} \) is the characteristic function whose value is 1 if \( t < \Delta \) and 0 otherwise\) and \( \gamma_d (\nu) = \nu \). Note that \( \beta_d \in \mathcal{KL} \) and \( \gamma_d \in \mathcal{K}_\infty \). Defining \( y(t) = \gamma_x (|x_d(t)|) \)
we can have \( \forall t \geq t_0 \geq \Delta : \)
\[
|y(t)| \leq \beta_y (|y(t_0)|, t - t_0) + \gamma_y (\|x\|_{[t_0, t]})
\]
where \( \beta_y (\nu, t) = \gamma_x (\beta_d (\gamma_x^{-1}(\nu), t)) \) \( \in \mathcal{KL} \) and \( \gamma_y (\nu) = \gamma_x (\nu) \in \mathcal{K}_\infty \).

Invoking the small-gain theorem \([25, \text{Theorem 2.1}]\), with \( \beta_1 (\nu, t) = \beta_x (\nu, t), \gamma_1^y (\nu) = \nu, \gamma_1^x (\nu) = \gamma_w (\nu), \beta_2 (\nu, t) = \beta_d (\nu, t), \gamma_2^y (\nu) = \gamma_x (\nu), \gamma_2^x (\nu) = 0, \) and \( \rho_1 = \rho_2 = 1/\sqrt{X} - 1, \) we can get functions \( \beta^\prime, \beta^\prime\prime \in \mathcal{KL} \) such that \( \forall t \geq t_0 \geq \Delta : \)
\[
|x(t)| \leq \beta^\prime \left( \begin{array}{c}
x(t_0) \\
\gamma_x (|x_d(t_0)|)
\end{array} \right), t - t_0 + \gamma (\|w\|_{[t_0, t]}) \leq \beta^\prime\prime (|x_d(t_0)|, t - t_0) + \gamma (\|w\|_{[t_0, t]})
\]
for every \( \gamma \in \mathcal{K}_\infty \) which satisfies \((2.44)\). Because it must hold that \( \beta^\prime\prime (\nu, 0) \geq \nu \) we can arrive at \((2.45)\) with \( \beta (\nu, t) = \beta^\prime\prime (\nu, \max \{0, t - \Delta\}) \).

\textbf{Proof of Lemma 2.7.3:} A standard result on ISS for linear systems is that the system defined by \((2.46)\) follows
\[
|x(t)| \leq \tilde{\beta}_x (|x(t_0)|, t - t_0) + \tilde{\gamma}_x \left( \|\theta_x\|_{[t_0, t]} \right) + \tilde{\gamma}_x \left( \|\tilde{x}\|_{[t_0, t]} \right)
\]
where \( \tilde{\beta}_x \in \mathcal{KL} \) and \( \tilde{\gamma}_x \in \mathcal{K}_\infty \) is a linear function. For example one can take \( \tilde{\beta}_x (\nu, t) = ce^{-\sigma t} \nu \) and \( \tilde{\gamma}_x (\nu) = \frac{\epsilon \|BK\|}{\sigma} \nu \) where \( \epsilon > 0 \) and \( \sigma > 0 \) are such that \( \|e^{(A+BK)t}\| \leq ce^{-\sigma t} \forall t \geq 0. \)

We also have from the first line in \((2.46)\), \( \forall t \geq \Delta : \)
\[
|\theta_x (t)| = \left| - \int_{t-\delta_k(t)}^t A x (\tau) + BK x (\tau - \delta_k(\tau)) + BK \tilde{x} (\tau) d\tau \right|
\]
\[
\leq \delta_{\max} (\|A\| + \|BK\|) \|x\|_{[t-\delta_k(t)-\delta_k(\tau)]} + \delta_{\max} \|BK\| \|\tilde{x}\|_{[t-\delta_k(t), t]}
\]
\[
\leq \delta_{\max} (\|A\| + \|BK\|) \|x_d(t)\| + \delta_{\max} \|BK\| \|\tilde{x}_d(t)\|. \tag{2.79}
\]
For the last inequality we used the fact that \( \Delta \geq 2\delta_{\max} \). Substituting this into \((2.78)\), we get \((2.43)\) with
\[
\gamma_x (\nu) = \tilde{\gamma}_x (\delta_{\max} (\|A\| + \|BK\|) \nu)
\]
\[
\gamma_w (\nu) = \tilde{\gamma}_x (\delta_{\max} \|BK\| \nu) + \tilde{\gamma}_x (\nu)
\]
(we used the fact that \( \tilde{\gamma}_x \) is a linear function). Choosing \( \delta_{\max} \) such that \( \tilde{\gamma}_x (\delta_{\max} (\|A\| + \|BK\|) \nu) \leq \nu \forall \nu, \)
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(2.47) follows by Lemma 2.7.2.

Proof of Lemma 2.7.5: We can bound \( w_k^t, \forall k \geq 1, \) as

\[
|w_k^t| \leq e^{T_s \|A\|} \|BK\| \int_{kT_s + \delta_k}^{(k+1)T_s + \delta_k} |\theta_e(t)| \, dt + e^{T_s \|A\|} \|BK\| \|\theta_x\|_{[kT_s,(k+1)T_s]}.
\]

We can also bound the estimation error between updates, \( \forall k \geq 1 \) and \( \forall t \in [kT_s + \delta_k, (k + 1) T_s + \delta_{k+1}]: \)

\[
|\tilde{x}(t)| \leq e^{(T_s+\delta_{\max}) \|A\|} |\tilde{x}_k| + e^{(T_s+\delta_{\max}) \|A\|} \int_{kT_s + \delta_k}^{t} |w(\tau)| \, d\tau
\]

\[
\leq e^{(T_s+\delta_{\max}) \|A\|} |\tilde{x}_k| + e^{(T_s+\delta_{\max}) \|A\|} \|BK\| \times \left( \int_{kT_s + \delta_k}^{t} |\theta_e(\tau)| \, d\tau + (T_s + \delta_{\max}) \|\theta_x\|_{[kT_s,t-\delta_k]} \right).
\]

Combining these two bounds with (2.51) and the first inequality in (2.79), we can arrive at, \( \forall t \geq \Delta: \)

\[
|\tilde{x}(t)| \leq \beta_{k,e} \left( |\tilde{x}_{k(t_0)}|, k(t) T_s - k(t_0) T_s; \mu k(t_0) \right) + \gamma_{e,\theta} \left( \max_{k \in \mathbb{N}} \int_{kT_s + \delta_k}^{\min \{(k+1)T_s + \delta_{\max} + t \}} |\theta_e(\tau)| \, d\tau; \mu k(t_0) \right) + \gamma_{e,x} \left( \delta_{\max} \|x\|_{[k(t_0)T_s-2\delta_{\max},t]}; \mu k(t_0) \right). 
\]

where \( \beta_{e,x} \in \mathcal{K} \) and \( \gamma_{e,\theta}, \gamma_{e,x}, \gamma_{e,e} \in \mathcal{K}_\infty. \)

From the definition of \( \theta_e, \forall t \geq \min \{2\delta_0, T_s + \delta_1 \}: \)

\[
\theta_e(t) = - \int_{t-\delta_k(t)}^{t} \hat{x}(\tau) \, d\tau - \sum_{\tau \in (t-\delta_k(t), t] \cap \chi} (\hat{x}(\tau) - \tilde{x}^- (\tau))
\]

where \( \chi \doteq \{ t \geq 0 \mid \exists k \in \mathbb{N} \text{ such that } \tau = kT_s + \delta_k \} \). Each \( t \in \chi \) affects \( \theta_e \) through the second term in (2.81) only in a time interval of length at most \( \delta_{\max} \). The set \( \{kT_s + \delta_k - \delta_k(kT_s + \delta_k), (k + 1) T_s + \max \{\delta_k, \delta_{k+1}\}\} \cap \chi \) contains at most two elements \( \forall k \geq 1 \). Using also (2.49), we can finally arrive at the bound: \( \forall k \geq 2 \) and \( \forall t \in [kT_s + \delta_k, \max \{(k+1) T_s + \delta_k, (k + 1) T_s + \delta_{k+1}\}]: \)

\[
\int_{kT_s + \delta_k}^{t} |\theta_e(\tau)| \, d\tau \leq 4 \delta_{\max} \|\tilde{x}\|_{[kT_s,t]} + \delta_{\max} (T_s + \delta_{\max}) (\|A - BK\| + \|BK\|) \|\tilde{x}\|_{[kT_s-\delta_{k-1},t]} + \delta_{\max} (T_s + \delta_{\max}) 2 \|BK\| \|x\|_{[kT_s-\delta_{k-1}-\delta(kT_s-\delta_{k-1}),t-\delta_k]}.
\]

Using (2.82) in (2.80) and the same argument we used at the end of the proof of Lemma 2.7.2 to move from a bound on \( |x(t)| \) to a bound on \( |x_d(t)| \), we can arrive at the result stated in the lemma. ■

Proof of Lemma 2.7.6: For any \( x_{max'} \geq 0, \bar{x}_{max} \geq 0, \mu_{max} \geq 0, r_1 > \max_{\mu \in [0,\mu_{max}]} \tilde{\delta}_e(x_{max'}, 0; \mu), \)}
\( r_0 \in (0, r_1) \), one can find \( \delta_{\text{max}}>0 \) and \( \lambda<1 \) such that \( \forall \mu \in [0, \mu_{\text{max}}]: \)

\[
\hat{\gamma}_e (\delta_{\text{max}} r; \mu) \leq \lambda r, \quad \forall r \in [r_0, r_1]
\]

(2.83)

and

\[
\max \left\{ r_0, \frac{1}{1-\lambda} d \right\} \leq \bar{x}_{\text{max}} < r_1
\]

(2.84)

where

\[
d \doteq \max_{\mu \in [0, \mu_{\text{max}}]} \hat{\beta}_e (x'_{\text{max}}, 0; \mu) + \max_{\mu \in [0, \mu_{\text{max}}} \hat{\gamma}_w (\delta_{\text{max}} \bar{x}_{\text{max}}; \mu).
\]

Combining that with (2.52) and Lemma 2.8.2, we get \( \| \tilde{x}_d \|_{\Delta, \infty} \leq \tilde{x}_{\text{max}}, \forall |\tilde{x}_d (\Delta)| \leq x'_{\text{max}}, \forall \| x_d \|_{\Delta, \infty} \leq \bar{x}_{\text{max}}, \) and \( \forall \mu k(\Delta) \leq \mu_{\text{max}} \) if \( \delta_{\text{max}} \leq \bar{\delta}_{\text{max}} \). We remark that because \( \hat{\gamma}_e (r, \mu) \), for any fixed \( \mu \), grows faster than any linear function of \( r \) both at \( r=0 \) and \( r=\infty \), one cannot choose \( r_0 = 0 \) or \( r_1 = \infty \) and still satisfy the assumptions in Lemma 2.8.2. We can now replace \( \mu_k(t_0) \) in (2.52) with \( \bar{\mu} = \max_{\mu \in [0, \mu_{\text{max}}]} \psi (r_1; \mu) \) and write \( \forall t \geq t_0 \geq \Delta: \)

\[
|\tilde{x}_d (t)| \leq \bar{\beta}'_e (|\tilde{x}_d (t_0)|, t - t_0) + \hat{\gamma}'_e \left( \delta_{\text{max}} \| \tilde{x}_d \|_{[t_0, t]} \right) + \hat{\gamma}'_w \left( \delta_{\text{max}} \| x_d \|_{[t_0, t]} \right),
\]

\[
\| \tilde{x}_d \|_{\Delta, \infty} < r_1
\]

(2.85)

\( \forall |\tilde{x}_d (\Delta)| \leq x'_{\text{max}}, \forall \| x_d \|_{\Delta, \infty} \leq \bar{x}_{\text{max}}, \forall \mu k(\Delta) \leq \mu_{\text{max}} \) and \( \forall \delta_{\text{max}} < \bar{\delta}_{\text{max}} \) where \( \bar{\beta}'_e \in K \mathcal{L} \) and \( \hat{\gamma}'_e, \hat{\gamma}'_w \in K \).

Taking \( \delta_{\text{max}} \) to be smaller if necessary, we can also have

\[
\hat{\gamma}_e (\delta_{\text{max}} r) < r \quad \forall r \in [r_0, r_1].
\]

(2.86)

We can now use the local version of the small-gain theorem (Corollary 2.8.3), similarly to how we used the small-gain theorem in Lemma 2.7.2, and arrive at (2.53). Note that when applying Corollary 2.8.3 to (2.85) and (2.86), we will have \( d_1 = 0 \) and \( d_2 = 0 \). Thus we get that \( \lim_{r_0 \to 0} d' = 0 \). And since we can choose \( r_0 \) to be arbitrarily small by reducing \( \delta_{\text{max}} \), we can in turn make \( d' \) arbitrarily small.

Assume now that (2.83) and (2.84) hold for some \( \delta_{\text{max}} = \bar{\delta}_{\text{max}} \). Then we can replace the constant \( \lambda \) with a function \( \lambda (\delta_{\text{max}}) \) and \( \bar{\delta}_{\text{max}} \) with \( \delta_{\text{max}} \) such that (2.83) and (2.84) continue to hold for every \( \delta_{\text{max}} \leq \bar{\delta}_{\text{max}}, \) and furthermore, \( \lim_{\delta_{\text{max}} \to 0} \lambda (\delta_{\text{max}}) = 0 \). We can then write \( \| \tilde{x}_d \|_{\Delta, \infty} < \tilde{x}_{\text{max}} \) where

\[
\tilde{x}_{\text{max}} = \frac{1}{1 - \lambda (\delta_{\text{max}})} \max_{\mu \in [0, \mu_{\text{max}}} \bar{\beta}_e (x'_{\text{max}}, 0; \mu) + \frac{1}{1 - \lambda (\delta_{\text{max}})} \max_{\mu \in [0, \mu_{\text{max}}} \hat{\gamma}_w (\delta_{\text{max}} \bar{x}_{\text{max}}; \mu)
\]

\[= \hat{\gamma}_e (\delta_{\text{max}}) \delta_{\text{max}} \tilde{x}_{\text{max}} \]
This gives us (2.54) where (2.55) follows from \( \lim_{\delta_{\text{max}} \to 0} \lambda (\delta_{\text{max}}) = 0 \) and \( \tilde{\gamma}_u \in \mathcal{K}_\infty \).
Chapter 3

Minimum Sum of Distances Estimator: Robustness and Stability

3.1 Introduction

The problem of estimating a state \( x_0 \in \mathbb{R}^n \) from \( m > n \) noisy linear measurements \( y \approx Ax_0 \in \mathbb{R}^m \), arises in a vast number of applications. In some applications one can assume that the difference between \( y \) and \( Ax_0 \) is a small i.i.d. Gaussian noise \( z \in \mathbb{R}^m \):

\[
y = Ax_0 + z. \tag{3.1}
\]

Given the model (3.1), the optimal estimate of \( x_0 \) is the least-squares estimate: \( \hat{x}_2 = (A^T A)^{-1} A^T y = \arg \min_x \|y - Ax\|_2 \). The least-squares estimate is known as stable in the sense that the estimation error \( \|\hat{x}_2 - x_0\|_2 \) is bounded by a continuous function of \( z \). Thus, small noise causes only small estimation error. Often, however, some of the measurements in \( y \) can be corrupted by arbitrarily large errors. In this case, we instead must solve \( x_0 \) from the equation

\[
y = Ax_0 + z + e \tag{3.2}
\]

where \( e \in \mathbb{R}^m \) has some arbitrarily large nonzero entries. One typical example is a GPS system, whose estimated position output can occasionally be considerably corrupted when the signals from the satellites are reflected off the surrounding terrain (i.e. multipath). Even one such corrupted measurement can cause arbitrarily large estimation error in the least-squares estimate.

When the state being estimated is a scalar \( (n = 1) \), the least-squares estimate \( \hat{x}_2 \) is equivalent to taking a weighted average of the measurements. A known robust alternative to the average is the median. With the median, up to almost 50% of the measurements can be arbitrarily corrupted before the estimation error becomes unbounded. That is, the breakdown point of the median is 50%.

Taking the median, one essentially looks for the point which minimizes the sum of distances to all the measurements, whereas taking the average minimizes the sum of the squares of these distances. One
natural generalization of this concept to multivariate \((n > 1)\) estimation\(^1\) is to view the \(m\) measurements \(y = [y_1, \ldots, y_m]^T\) as defining \(m\) hyperplanes:

\[
H_i = \{ x \in \mathbb{R}^n \mid y_i = a_i^T x \}
\]

where \(a_i^T \in \mathbb{R}^n\) is the corresponding row of the matrix \(A = [a_1, \ldots, a_m]^T\). Then the "median" estimate for \(x\) can be defined to be the point that minimizes the sum of distances to these hyperplanes:

\[
\hat{x} = \arg \min_x \sum_{i=1}^{m} |y_i - a_i^T x| = \arg \min_x \|y - Ax\|_1.
\]

(3.3)

To understand why this estimate can be robust to errors, let us assume the noise is zero for now: \(z = 0\). That is, we try to solve \(x_0\) from the equation \(y = Ax_0 + e\). If we could somehow compute \(e\), then \(x_0\) could be easily recovered from the clean system of equations \(Ax_0 = y - e\). One approach to recovering \(e\) is to choose a matrix \(B \in \mathbb{R}^{p \times m},\ p = m - n\), with \(BA = 0\), and define \(w = By\). Multiplying both sides of the measurement equation by \(B\) yields an underdetermined system of equations \(w = Be\) in \(e\) alone. In the context of compressed sensing [6], it has recently been discovered that whenever \(e\) is sparse enough, it can be correctly recovered by solving the following \(\ell^1\)-minimization problem:

\[
\hat{e} = \arg \min_e \|e\|_1 \quad \text{subject to} \quad w = Be.
\]

(3.4)

So, in the noise free case, the two problems (3.3) and (3.4) are equivalent.

There is also a large literature analyzing the performance of (3.4) and related estimates in the presence of noise. The strongest available results ([5, 13], amongst others) have the following flavor: for some constants \(C\) and \(\rho\), and almost all random matrices \(B\), if one applies an \(\ell^2\)-penalized version of (3.4) (i.e., the Lasso [72, 41]) and the number of errors \(||e||_0\) is less than \(\rho \cdot n\), then the estimation error is bounded by \(C \cdot ||z||\) for some \(C > 0\). However, specific forms of the constants \(C\) and \(\rho\) are difficult to derive. A similar bound can be derived when \(B\) is known to be a restricted isometry [5]. However, it requires prior knowledge of the noise level, and the estimation error depends on the number of corrupted measurements, with the bound \(C\) diverging to infinity when the error fraction \(\rho\) approaches the breakdown point. Similar results have also been obtained for greedy alternatives to \(\ell^1\)-minimization [47]. In this setting, one does not require a bound on the noise term. However, it does require that the number of corrupted measurements be considerably

---

\(^1\)Another multivariate generalization of the median occurs in robust center-point estimation, where the observations are themselves points (rather than inner products). There, the estimator that minimizes the sum of distances to the observations, known as the Fermat-Weber point, achieves a breakdown point of 50% [36, Theorem 2.2]. Although the estimator studied here also generalizes the median, it addresses the more general problem of robust linear regression.
lower than the breakdown point for $\ell^1$-minimization.

Whereas most of the existing stability results and bounds are derived for the underdetermined case (3.4), in this chapter, we directly study the stability of the $\ell^1$ estimator for the overdetermined problem (3.3). Our bounds are weaker than those obtained in the asymptotic setting of large random matrices and small error fractions [13]. However, they hold for all matrices $A$, including the structured matrices arising in state estimation problems, and all error fractions $\rho$, up to the intrinsic breakdown point of the $\ell^1$ estimator. Moreover, our bound has a very simple expression, whose derivation naturally suggests an algorithm for computing the intrinsic breakdown point of the $\ell^1$ estimator. The complexity of our algorithm is exponentially lower than the existing alternative, and it is especially suitable for the kind of problems of interest to the system and control community – moderate-sized robust state estimation problems.

### 3.2 Preliminaries

Throughout, the 0-norm will denote the number of nonzero elements in a vector $v \in \mathbb{R}^m$:

$$\|v\|_0 \doteq \# \{i | v_i \neq 0\}.$$  

We will use $[m]$ to denote the set of indices $[m] = \{1, 2, \ldots, m\}$. We will use the following notation for “positive” directional derivative of an arbitrary multivariate function $f : \mathbb{R}^m \to \mathbb{R}$:

$$D^+_v f (x) = \lim_{\varepsilon \searrow 0} \frac{f (x + \varepsilon v) - f (x)}{\varepsilon}.$$  

Consider a general estimation problem, $y = f (x_0, z, e)$, where $x_0$ is the unknown state to be estimated, $z$ is a noise term, $e$ is a corruption term and $y$ is the available measurements. Let $\hat{x} = g(y)$ be some estimate. We say that for given $x_0$ and $z$, the estimate is robust up to $T$ corrupted measurements (or $T$-robust) if there exists a smooth function $\beta(x_0, z) \in \mathbb{R}$ such that

$$\forall e: \text{ if } \|e\|_0 < T \text{ then } \|\hat{x} - x_0\|_2 \leq \beta(x_0, z). \quad (3.5)$$

The breakdown point of this scheme, $T^* (x_0, z)$, is the minimum $T \in \mathbb{N}$ for which the estimation scheme is not $T$-robust. In other words,

$$T^* (x_0, z) \doteq \min \left\{T \in \mathbb{N} \left| \sup_{e, \|e\|_0 \leq T} \|\hat{x} - x_0\|_2 = \infty \right. \right\}.$$
We say $T^*$ is a stable breakdown point if it does not depend on $x_0$ and $z$, i.e. $T^*(x_0, z) \equiv T^*$.

Throughout this chapter we consider the problem of estimating $x_0$ from $y$:

$$y = Ax_0 + z + e$$

where $x_0 \in \mathbb{R}^n$, $A \in \mathbb{R}^{m \times n}$, $z \in \mathbb{R}^m$ and $e \in \mathbb{R}^m$. For this problem we consider the minimum sum of distances (MSoD) estimation scheme

$$\hat{x} = \arg \min_x C_y(x)$$

with the cost function

$$C_y(x) = \|y - Ax\|_1.$$ (3.7)

Our goal is to study whether the breakdown point of this estimate is stable and if so, how to compute it.

We start by giving results pertaining to the noiseless case, $z = 0$. We assume $T$ of the measurements can be corrupted. Geometrically, this means that the remaining $m - T$ measurement hyperplanes $H_i = \{x \in \mathbb{R}^n \mid y_i = a_i^T x\}$ pass through $x_0$. We will let $I$ denote the indices of these uncorrupted hyperplanes. The corrupted ones will be conveniently denoted by $I^c$. We ask whether these $T$ hyperplanes can be positioned so that $x_0$ no longer minimizes the cost function (3.7). Since $C_y$ is convex, this will be true if and only if there exists a direction $v$, from $x_0$, along which the cost function does not increase, i.e. $D^+ v C_y(x_0) \leq 0$. Since the uncorrupted hyperplanes pass through $x_0$, moving in the direction of $v$ from $x_0$ will increase the distance to each of the uncorrupted hyperplanes at a rate of $|a_i^T v|$, $i \in I$. We have freedom in placing the corrupted hyperplanes, and so for each $v$ we can position them so that moving in the direction of $v$ will decrease the distance to each of the corrupted hyperplanes by a rate of $|a_i^T v|$, $i \in I^c$. In this case, which can be referred to as worst positioning of the corrupted hyperplanes given $v$, the condition $D^+ v C_y(x_0) \leq 0$ becomes

$$\sum_{i \in I} |a_i^T v| - \sum_{i \in I^c} |a_i^T v| \leq 0.$$ (3.8)

This is illustrated by the left diagram in Figure 3.1. Because (3.8) represents the worst case for a given $v$, $x_0$ fails to minimize the cost function if and only if (3.8) holds for some $v$. Thus we arrive at a lemma following the next definition:

**Definition 3.2.1.** $\tilde{T}(A)$ is defined as the minimal integer $T$ for which there exists $I \subset [m]$, $|I| = m - T$ and $v \in \mathbb{R}^n$ such that (3.8) holds.

**Lemma 3.2.1.** Under the condition $z = 0$, the breakdown point of the estimation scheme (3.6) is equal to
Figure 3.1: Low-dimensional \((n = 2)\) illustration of the main ideas: here, the 1st, 2nd and 3rd lines are uncorrupted measurement hyperplanes, while the 4th has been corrupted. In the left diagram there is no noise. The cost function will not be minimized at \(x_0\) if there exists a direction \(v\) which increases the sum of distances to the uncorrupted hyperplanes at a rate slower the rate at which it decreases the sum of distances to the corrupted hyperplane(s). This condition is formulated in (3.8). In the right diagram there is also noise. The polytope \(P_I\) defined by the uncorrupted hyperplanes is shaded. The vector \(v\) illustrates a possible direction which reduces the cost function, even if (3.8) does not hold. This is because going in this direction will also reduce the distance to the 2nd hyperplane, which is uncorrupted. Note that the \(a_i\)'s are vectors perpendicular to the hyperplanes they represent.

\(\tilde{T}\) as defined in Definition 3.2.1, i.e. \(T^* (x_0, 0) = \tilde{T} (A), \forall x_0 \in \mathbb{R}^n.\)

In the next section we will consider the noisy case and show that this breakdown point is stable and the estimation error is bounded by a linear function of the noise magnitude \(\|z\|_2\) that does not depend on \(x_0\). The difficulty that arises when dealing with the noisy case is illustrated by the right diagram in Figure 3.1

### 3.3 Proof of Robustness

We start with the following definition:

**Definition 3.3.1.** Given an arbitrary \(T \in \mathbb{N}\) we call a set \(J'\) a *possibly extreme set* if there exists \(I, I \supseteq J', |I| = m - T\) such that the following holds:

\[
\sum_{i \in J' \cup I} |a_i^T \nu_{J'}| \geq \sum_{i \notin I, J'} |a_i^T \nu_{J'}| \quad (3.9)
\]

where \(\nu_{J'}\) is any of the singular vectors corresponding to the smallest singular value of the \(|J'| \times n\) submatrix \(A_{J'}\) of \(A\) containing those rows indexed by \(J': \|A_{J'} \nu_{J'}\|_2 = \sigma_{\min} (A_{J'}) \|\nu_{J'}\|_2\) with \(\sigma_{\min} (\cdot)\) being the smallest singular value. We define \(Q_T\) to be the set of all possibly extreme sets for a given \(T\).

The following is our main result:

**Theorem 3.3.1.** For any \(T \in \{0, 1, \ldots, m\}, \) if the number of corrupted measurements is not larger than \(T,\)
then the estimation error is bounded as follows:

\[ \| \hat{x} - x_0 \|_2 \leq \left( \max_{J' \in Q_T} \frac{1}{\sigma_{\text{min}}(A_{J'})} \right) \| z \|_2. \] (3.10)

Before proving Theorem 3.3.1 we emphasize a few observations. First note that if \( T < \tilde{T}(A) \) then \( \forall I \subset [m], |I| = m - T \) the following holds:

\[ \forall v \in \mathbb{R}^n : \sum_{i \in I} |a_i^T v| > \sum_{i \in I^c} |a_i^T v|. \] (3.11)

Now, assume for some \( J' \) we have \( \sigma_{\text{min}}(A_{J'}) = 0 \). This implies that \( a_i^T v_{J'} = 0 \ \forall i \in J' \). From (3.11) we see that in this case (3.9) cannot hold and thus \( J' \notin Q_T \). From this we conclude that \( \sigma_{\text{min}}(A_{J'}) > 0 \ \forall J' \in Q_T \) and thus the expression inside the brackets in (3.10) must be finite. The fact that we have established a finite bound (when \( \| z \|_2 \) is finite) for all \( T < \tilde{T}(A) \), and \( \tilde{T}(A) \) is independent of \( x_0 \) and \( z \), proves that the breakdown point \( T^*(x_0, z) \equiv \tilde{T}(A) \) is stable.

The second observation is that for \( T' < T \) we have \( Q_{T'} \subseteq Q_T \) and possibly even \( Q_{T'} \subset Q_T \) where some of the smaller sets in \( Q_T \) may not be in \( Q_{T'} \). Since \( J' \subseteq J \) implies \( \sigma_{\text{min}}(A_{J'}) \leq \sigma_{\text{min}}(A_J) \), losing the smaller sets from \( Q_T \) (as we reduce the number of corrupted measurements) can produce a smaller bound in Theorem 3.3.1

**Definition 3.3.2.** We define the following sets:

\[ J_+(x, y) = \{ i \in [m] \mid a_i^T x > y_i \} \]
\[ J_0(x, y) = \{ i \in [m] \mid a_i^T x = y_i \} \]
\[ J_-(x, y) = \{ i \in [m] \mid a_i^T x < y_i \} \]

Also, for a point \( x \in \mathbb{R}^n \), \( I_x(y) = J_0(x, y) \cap I \) is defined to be the set of uncorrupted hyperplanes passing through \( x \).

**Proposition 3.3.1.** For any \( \hat{x} \in \mathbb{R}^n \):

\[ \| \hat{x} - x_0 \|_2 \leq \frac{1}{\sigma_{\text{min}}(A_{I_x}(y))} \| z \|_2. \]

**Proof:** Trivial since \( z_{I_x}(y) = A_{I_x}(y)(\hat{x} - x_0) \).
Our proof of Theorem 3.3.1 will go as follows. Assume $x_0$, $I$, $z$, $e$ are given and let $\hat{x}$ be the point minimizing the cost function. We will show that we can change only the noise and the corruption to $z'$, $e'$ such that $\|z'\|_2 = \|z\|_2$, $e'_f = 0$, and the new corresponding minimizing point $\hat{x}'$ achieves a larger estimation error, $\|\hat{x}' - x_0\|_2 \geq \|\hat{x} - x_0\|_2$. Furthermore, with the new $y' = Ax_0 + z' + e'$ we will have $I_{\hat{x}'}(y') \in Q$.

Applying then Proposition 3.3.1 on the new $\hat{x}'$ and $y'$, together with the fact that we did not decrease the estimation error, gives us (3.10). We will do this through several steps.

**Proposition 3.3.2.** Let $y$ and the corresponding point $\hat{x}$ which minimizes the cost function be given. For a different $y'$, if there exists a point $x'$ such that

$$J_+(x', y') \subseteq J_+(\hat{x}, y)$$

$$J_-(x', y') \subseteq J_-(\hat{x}, y)$$

$$J_0(\hat{x}, y) \subseteq J_0(\hat{x}', y'),$$

(3.12)

then $x'$ will minimize the cost function for $y'$.

**Proof:** The rate of change of the cost function moving from $x'$ in an arbitrary direction $v$ is

$$D^+_v C_{y'}(x') = \sum_{i \in J_+(x', y')} a_i^T v + \sum_{i \in J_0(x', y')} |a_i^T v| - \sum_{i \in J_-(x', y')} a_i^T v \geq \sum_{i \in J_+(\hat{x}, y)} a_i^T v + \sum_{i \in J_0(\hat{x}, y)} |a_i^T v| - \sum_{i \in J_-(\hat{x}, y)} a_i^T v = D^+_v C_y(\hat{x}) > 0.$$

**Lemma 3.3.2.** Assume $x_0$, $I$, $z$, $e$ are given and let $\hat{x}$ be the point minimizing the cost function. There exists $z'$, $e'$ such that $\|z'\| = \|z\|$, $e'_f = 0$, and the new corresponding minimizing point $\hat{x}'$ achieves a larger estimation error, $\|\hat{x}' - x_0\|_2 \geq \|\hat{x} - x_0\|_2$. Furthermore, either $v' \perp \hat{x}' - x_0 \propto \nu_{I_{\hat{x}'}(y')}$ or $I_{\hat{x}'}(y) \subseteq I_{\hat{x}'}(y')$.

**Proof:** Define $v = \hat{x} - x_0$. If $v \propto \nu_{I_{\hat{x}}}$ then we are done. Otherwise set $\bar{v} \propto \nu_{I_{\hat{x}}}$, $\langle \bar{v}, v \rangle > 0$, $\|\bar{v}\|_2 = 1$. Also, set $\bar{v}^\perp$ to be the normalized vector perpendicular to $\bar{v}$, in the span of $v$ and $\bar{v}$, and such that $\langle \bar{v}^\perp, v \rangle \geq 0$. Consider the vector function

$$f(\alpha) = \frac{\cos(\alpha) \bar{v}^\perp + \sin(\alpha) \bar{v}}{\|A_{I_{\hat{x}}}(y) (\cos(\alpha) \bar{v}^\perp + \sin(\alpha) \bar{v})\|_2} \|z_{I_{\hat{x}}}(y)\|_2.$$
Define \( \alpha_0 = \sin^{-1} (\langle \hat{v}, v \rangle) \in [0, \pi/2] \). Note that if we set

\[
\tilde{z}_{I_\alpha(y)}(\alpha) = A_{I_\alpha(y)} f(\alpha)
\]
\[
\tilde{z}_{[m]\setminus I_\alpha(y)}(\alpha) = z_{[m]\setminus I_\alpha(y)}
\]
\[
\bar{e}_{I_\alpha}(\alpha) = e_{I_\alpha} + A_{I_\alpha} f(\alpha) - A_{I_\alpha} f(\alpha_0)
\]
\[
\bar{e}_I(\alpha) = 0
\]

then \( \tilde{z}(\alpha_0) = z \) and for \( \alpha \in [\alpha_0, \pi/2] \) we have \( \|\tilde{z}\|_2 = \|z\|_2 \).

We will set \( \alpha^* = \max \{\pi/2, \tilde{\alpha}\} \)

\[
\tilde{\alpha} = \sup \left\{ \alpha \mid a_i f(\alpha) > z_i \forall i \in I \cap J_+ (\hat{x}, y) \right\}
\]

and

\[
\tilde{\alpha} = \sup \left\{ \alpha \mid a_i f(\alpha) < z_i \forall i \in I \cap J_- (\hat{x}, y) \right\}
\]

With this choice of \( \alpha^* \) and \( e' \) we guarantee that (3.12) holds with \( x' = x_0 + f(\alpha^*) \), and therefore \( \nu' = f(\alpha^*) \) is the new estimation error. If \( \alpha^* = \pi/2 \) then \( \nu' \propto \nu_{I_{x'}} \). Otherwise one of the strict inequalities in (3.13) must become an inequality with \( \alpha^* \), which implies \( I_{\hat{x}}(y) \subseteq I_{\hat{x}'}(y') \). To complete the proof we are left to show that

\[
\|f(\alpha)\|_2 = \frac{\|\cos(\alpha) \hat{v}^\perp + \sin(\alpha) \hat{v}\|_2}{\|A_{I_\alpha(y)}(\cos(\alpha) \hat{v}^\perp + \sin(\alpha) \hat{v})\|_2} \|z_{I_\alpha(y)}\|_2
\]

is monotonically non-decreasing.

The numerator in (3.13) as well as the \( \|z_{I_\alpha(y)}\|_2 \) term are constants. Because the singular vector \( \hat{v} \) is an eigenvector of \( A_{I_\alpha(y)}^T A_{I_\alpha(y)} \) we have that \( \langle A_{I_\alpha(y)} \hat{v}^\perp, A_{I_\alpha(y)} \hat{v} \rangle = 0 \), thus the derivative of the denominator with respect to \( \alpha \) is

\[
\left( -\|A_{I_\alpha(y)} \hat{v}^\perp\|_2^2 + \|A_{I_\alpha(y)} \hat{v}\|_2^2 \right) \sin(\alpha) \cos(\alpha)
\]

\[
\|A_{I_\alpha(y)}(\cos(\alpha) \hat{v}^\perp + \sin(\alpha) \hat{v})\|_2
\]

This is always non-positive because \( \alpha \in [0, \pi/2] \) and \( \hat{v} \) is the singular vector corresponding to the smallest singular value.

By iterating the procedure described in the last lemma, each time adding at least one more element to \( I_{\hat{x}'}(y') \), we arrive at the following corollary:

**Corollary 3.3.3.** Assume \( x_0, I, z, e \) are given and let \( \hat{x} \) be the point minimizing the cost function. There exists \( z', e' \) such that \( \|z'\|_2 = \|z\|_2, e'_I = 0 \), the new corresponding minimizing point \( \hat{x}' \) achieves a larger estimation error, \( \|\hat{x}' - x_0\|_2 \geq \|\hat{x} - x_0\|_2 \), and \( \nu' = \hat{x}' - x_0 \propto \nu_{I_{x'}}. \)
Remark 3.3.1. Without loss of generality, for a given \( y \in \mathbb{R}^m \) and an arbitrary direction \( v \in \mathbb{R}^n \), we can assume that \( a_i^T v \geq 0 \ \forall \ i \in [m] \). This is because we can arbitrarily negate some of the \( a_i \)'s and their corresponding \( y_i \)'s without affecting the cost function (3.7).

Lemma 3.3.4. Assume \( x_0, I, z, e \) are given. Let \( \hat{x} \) be the point minimizing the cost function and assume \( v = \hat{x} - x_0 \propto \nu_{\hat{x}}(y) \). If \( I_{\hat{x}}(y) \notin Q \) then there exists \( z', e' \) such that \( \|z'\|_2 = \|z\|_2, \ e' = 0 \), the new corresponding minimizing point \( \hat{x}' \) achieves a larger estimation error, \( \|\hat{x}' - x_0\|_2 \geq \|\hat{x} - x_0\|_2 \), and \( I_{\hat{x}}(y) \subset I_{\hat{x}'}(y) \).

Proof: WLOG (see Remark 3.3.1) assume \( a_i^T v \geq 0 \ \forall i \in [m] \). The rate of change going in direction \( -v \) from \( \hat{x} \) is

\[
- \sum_{i \in J_+(\hat{x}, y)} |a_i^T v| + \sum_{i \in J_0(\hat{x}, y)} |a_i^T v| + \sum_{i \in J_-(\hat{x}, y)} |a_i^T v|. \tag{3.14}
\]

Because \( \hat{x} \) minimizes the cost function, (3.14) must be nonnegative. If indeed \( I_{\hat{x}}(y) \notin Q \) then from the fact that (3.9) is not satisfied for \( J' = I_{\hat{x}}(y) \) we have

\[
\sum_{i \in I \cap J_-(\hat{x}, y)} |a_i^T v| > \sum_{i \in I_{\hat{x}}(y)} |a_i^T v| + \sum_{i \in I'} |a_i^T v| - \sum_{i \in I \cap J_+(\hat{x}, y)} |a_i^T v|. \]

Now given that (3.14) is nonnegative we can write

\[
\sum_{i \in I_{\hat{x}}(y)} |a_i^T v| - \sum_{i \in I \cap J_+(\hat{x}, y)} |a_i^T v| \\
g \geq \sum_{i \in I \cap J_+(\hat{x}, y)} |a_i^T v| - \sum_{i \in I \cap J_0(\hat{x}, y)} |a_i^T v| - \sum_{i \in I \cap J_-(\hat{x}, y)} |a_i^T v| - \sum_{i \in I \cap J_+(\hat{x}, y)} |a_i^T v|. \]

Combining these last two inequalities we get

\[
2 \sum_{i \in I \cap J_-(\hat{x}, y)} |a_i^T v| > 2 \sum_{i \in I \cap J_+(\hat{x}, y)} |a_i^T v| \geq 0
\]

which implies that \( I \cap J_-(\hat{x}, y) \) cannot be empty. Now, for every \( z_i, i \in I \cap J_-(\hat{x}, y) \), we have

\[
z_i = y_i - a_i^T x_0 = y_i + a_i^T v - a_i^T \hat{x} > 0.
\]
Arbitrarily choose $i' \in I \cap J_- (\hat{x}, y)$ and consider the following:

$$
\tilde{z}_{I, x}(y) (\alpha) = A_{I, x}(y) (1 + \alpha) v \\
\tilde{z}_{i'} (\alpha) = \sqrt{\frac{\alpha^2}{\alpha^2 + (1 - (1 + \alpha)^2)}} \left\| z_{I, x}(y) \right\|_2
$$

$$
\tilde{z}_{[m] \setminus (I, x) \cup \{i'\}) (\alpha) = \tilde{z}_{[m] \setminus (I, x) \cup \{i'\}) \\
\tilde{e}_{I, x} (\alpha) = \tilde{e}_{I, x} (\alpha) + \alpha A_{I, x} v \\
\tilde{e}_I = 0
$$

with $\alpha \geq 0$. Note that $\| \tilde{z} (\alpha) \|_2$ is constant, and $\tilde{z} (0) = z$. We will set $z' = z (\alpha^*)$ and $e' = e (\alpha^*)$ where

$$
\alpha^* = \sup \{ \alpha | a_i^T (1 + \alpha) v < \tilde{z}_i (\alpha) \forall i \in I \cap J_- (\hat{x}, y) \}.
$$

For every $\alpha \in [0, \alpha^*)$ we have that (3.12) holds with $x' = x_0 + (1 + \alpha) v$ and therefore $(1 + \alpha) v$ is the new estimation error. With $\alpha = \alpha^*$ we also have $a_i^T (1 + \alpha) v = \tilde{z}_i' \iff a_i^T x' = y_i'$ for some $i \in I \cap J_- (\hat{x}, y)$. This implies $I_{x, x'} (y') \subseteq I_{x, x'} (y')$.

By iterating the procedures described in (3.3.2) and (3.3.4) several times as necessary we arrive at the final corollary:

**Corollary 3.3.5.** Assume $x_0$, $I$, $z$, $e$ are given and let $\hat{x}$ be the point minimizing the cost function. There exists $z'$, $e'$ such that $\| z' \|_2 = \| z \|_2$, $e'_I = 0$, and the new corresponding minimizing point $\hat{x}'$ achieves a larger estimation error, $\| \hat{x}' - x_0 \|_2 \geq \| \hat{x} - x_0 \|_2$. Furthermore, $I_{x, x'} (y') \in Q$.

The last corollary, together with Proposition 3.3.1, proves Theorem 3.3.1.

### 3.4 Computing the Breakdown Point

Definition 3.2.1 does not immediately suggest an algorithm for computing $T = T^*$, because it requires checking condition (3.8) for all $v \in \mathbb{R}^n$, $\| v \|_2 = 1$, and there are infinitely many such $v$. The following Lemma 3.4.1, however, states that it is sufficient to check only a finite subset of $\mathbb{R}^n$:

**Lemma 3.4.1.** Condition (3.8) holds for some $I \subset [m]$ and $v \in \mathbb{R}^n \setminus \{0\}$ if and only if there exist $J \subset [m]$ and $v' \in \mathbb{R}^n \setminus \{0\}$ with the following properties: $|J| = n - 1$; $\{a_i\}_{i \in J}$ is a set of $n - 1$ linearly independent vectors; $a_i^T v' = 0 \forall i \in J$; and (3.8) holds for $v'$.

The if direction in 3.4.1 is trivial. In the degenerate case where $\dim \text{span} \{a_i\} \leq n - 1$ the only if
is also trivial since (3.8) will hold for any nonzero vector which is not in the span of \( \{ a_i \}_{i \in I} \). The only if direction in the non-degenerate case is an immediate corollary of the following proposition:

**Proposition 3.4.1.** Assume \( I \) and \( v \) are given, and \( \text{dim span} \{ a_i \}_{i \in I} = n \). Define \( J(v) = \{ i \in I \mid a_i v = 0 \} \) and \( d(J) = \text{dim span} \{ a_i \}_{i \in J} \). If Condition (3.8) holds for \( v \in \mathbb{R}^n \setminus \{ 0 \} \) and \( d(J(v)) < n - 1 \) then there exists \( v' \in \mathbb{R}^n \setminus \{ 0 \} \) for which (3.8) also holds but in addition \( d(J(v')) > d(J(v)) \).

**Proof:** WLOG we can assume \( a_i^T v \geq 0 \forall i \in [m] \). Consider the following set of equations in \( z \in \mathbb{R}^n \):

\[
\sum_{i \in I^c} a_i^T z = 0 \quad \text{(3.15)}
\]

\[
a_i^T z = 0 \quad \forall i \in J(v). \quad \text{(3.16)}
\]

In the case that \( d(J(v)) = \text{dim span} \{ a_i \}_{i \in J(v)} < n - 1 \), there is a nontrivial solution \( \tilde{z} \neq 0 \) to (3.15) and (3.16). By changing the sign of \( \tilde{z} \) if necessary, we can assume

\[
\sum_{i \in I} a_i^T \tilde{z} \leq 0. \quad \text{(3.17)}
\]

Define the set \( P = \{ i \in I \mid a_i^T \tilde{z} < 0 \} \) and \( \alpha = \min_{i \in P} \frac{a_i^T v}{a_i^T \tilde{z}} \). Note that from (3.17) and the assumption that \( d(I) = n \), \( P \) cannot be empty and thus \( \alpha \) is well defined and positive. Also note that \( P \) contains only the indices of vectors from \( I \) which are linearly independent of \( \{ a_i \}_{i \in J(v)} \). Set \( v' = v + \alpha \tilde{z} \). By our choice of \( \alpha \) we have for some \( i' \in P \subset I \setminus J(v) \) that \( a_{i'}^T v' = 0 \). Since \( \tilde{z} \) satisfies (3.16) this gives us \( J(v') \supseteq J(v) \) and \( d(J(v')) > d(J(v)) \). From (3.15) we have

\[
\sum_{i \in I^c} |a_i^T v'| \geq \sum_{i \in I^c} a_i^T (v + \alpha \tilde{z}) = \sum_{i \in I^c} a_i^T v = \sum_{i \in I^c} |a_i^T v|. \quad \text{(3.18)}
\]

By our choice of \( \alpha \) we also have \( a_i^T v' \geq 0 \forall i \in I \). Together with (3.17) this gives us

\[
\sum_{i \in I} |a_i^T v'| = \sum_{i \in I} a_i^T v' = \sum_{i \in I} a_i^T v + \alpha \sum_{i \in I} a_i^T \tilde{z} \leq \sum_{i \in I} |a_i^T v|. \quad \text{(3.19)}
\]

Combining (3.18), (3.19) and the fact that (3.8) holds for \( v \) implies that (3.8) also holds for \( v' \).

Given \( J \subset I, |J| = n - 1, d(J) = n - 1 \), the condition \( A_J v' = 0 \) determines \( v' \) uniquely up to scale. The validity of condition (3.8) is unchanged by scaling \( v' \). Thus, we could equivalently define \( T(A) \) to be the minimal integer \( T \) such that there exists \( J \subset [m] \) of size \( |J| = n - 1, d(J) = n - 1 \), and \( I \subset [m] \) of size \( |I| = m - T \) for which condition (3.8) holds for \( v' \) satisfying \( A_J v' = 0 \). Fix \( J \) (and a corresponding \( v' \)),
and sort the $|a_i^T v|$ such that $|a_i^T v| \geq |a_{r_2}^T v| \geq \ldots \geq |a_{r_m}^T v|$. Then, condition (3.8) holds for some $I$ of size $m - T$ if and only if it holds for $I \doteq \{r_{T+1} \ldots r_m\}$. We can therefore compute $T^* (A)$ by checking this condition for every subset $J$ of size $n - 1$. This idea is formalized as Algorithm 5.

**Algorithm 5** Computing $T^* (A)$

**Require:** $A \in \mathbb{R}^{m \times n}$.

1. Set $T \leftarrow m$ and let $J_1, \ldots, J_N = \binom{m}{n-1}$, be all the subsets of $[m] = \{1 \ldots m\}$ containing $n - 1$ indices.
2. **for** $k = 1 : N$ **do**
3. **if** $\dim \text{span} \{a_i\}_{i \in J_k} = n - 1$ **then**
4. Find a nontrivial solution $v \in \mathbb{R}^n$ such that
5. $a_i^T v = 0 \ \forall i \in J_k$.
6. Find the order $r_1 \ldots r_m$ such that
7. $|a_{r_1}^T v| \geq |a_{r_2}^T v| \geq \ldots \geq |a_{r_m}^T v|$.
8. Find the smallest integer, $s$, such that

$$
\sum_{i=1}^s |a_{r_i}^T v| \geq \sum_{i=s+1}^m |a_{r_i}^T v|.
$$

9. Set $T \leftarrow \min \{T, s\}$.
10. **end if**
11. **end for**

**Ensure:** $T$.

The computation time of Algorithm 5 is

$$
\left( \binom{m}{n} \right) (t_{sle} (n - 1) + t_{mv} (m) + t_{sort} (m))
$$

(3.20)

where $t_{sle} (n) = O \left( n^3 \right)$, $t_{mv} (n) = O \left( n^2 \right)$ and $t_{sort} (n) = O \left( n \log n \right)$ are the times it takes to solve a system of linear equations, to compute a matrix-vector multiplication, and to sort, respectively. When both $m$ and $n$ grow, $\binom{m}{n}$, and thus the computation time of our algorithm, grows exponentially. In many control applications, however, the number of variables describing the state of the system, $n$, is fixed, while the number of measurements, $m$, is flexible. In this case, where $n$ is fixed, our algorithm’s computation time is polynomial in $m$. We further note that, while the running time of the algorithm might still be relatively large in practice, from the engineering design point of view it needs to be executed only once during the design of the system to analyze its performance. In real time only (3.6) needs to be evaluated, which can be done very efficiently using linear programming.

The algorithm described above is different from the existing algorithm in the literature for computing the breakdown point. In the introduction we have mentioned that in the absence of noise, (3.3) and (3.4) are equivalent problems when $B \in \mathbb{R}^{p \times m}$, $p = m - n$, $BA = 0$. The following result, proved in [12] and in [6, §II], states that the ability of (3.4) to recover $e$ from the underdetermined linear system $w = Be$ depends only on the sign pattern of $e$:
Theorem 3.4.2. If for some \( e' \in \mathbb{R}^n \), we have

\[
e' = \arg\min_{e} \|e\|_1 \quad \text{subject to} \quad Be = Be',
\]

(3.21)

then for all \( \tilde{e} \) such that \( \text{sign}(\tilde{e}_i) = \text{sign}(e'_i) \), \( i = 1 \ldots n \),

\[
\tilde{e} = \arg\min_{e} \|e\|_1 \quad \text{subject to} \quad Be = B\tilde{e}.
\]

From this result, to determine whether we can recover any \( T \)-sparse signal \( e \) (i.e. \( \|e\|_0 = T \)), we only need to check one \( e \) for each \( T \)-sparse sign pattern. Specifically:

\[
T^* = \min \{ T \in \mathbb{N} \mid \exists e' \in E_T : e' \neq \arg\min_{e} \|e\|_1 \mid Be = Be' \}
\]

(3.22)

where \( E_T = \{ e \in \mathbb{R}^m \mid \forall i : e_i \in \{-1, 0, 1\}, \|e\|_0 = T \} \).

Since \( |E_T| = 2^T \binom{m}{T} \), a straightforward algorithm for computing (3.22) requires time

\[
\sum_{T=1}^{T^*} 2^T \binom{m}{T} t_{lp} (m \times p)
\]

(3.23)

where \( t_{lp} \) is the time it takes to solve the linear programming problem (3.21). We note that instead of actually solving for the right-hand side of (3.21), one can check if \( e' \) minimizes the right-hand side by looking for appropriate sub-gradients (see [6, §II]). This alternative approach, however, still requires solving a linear programming problem of similar size.

It is easy to see that the running time of our algorithm (3.20) is exponentially faster than the alternative (3.23) when \( n/m \) is small compared to \( T^*/m \) (i.e. \( A \) is very tall) or when \( n/m \) is very close to one (i.e. \( A \) is almost square). The first case is precisely the interest of robust estimation – the number of measurements needs to be large so as to tolerate more errors. This is the case for the robust state estimation problem one often encounters in control systems.

### 3.5 Comparison to Other Robust Estimators

In this section we compare the Minimum Sum of Distances (MSoD) estimator to other typical robust estimation schemes in the literature.
Figure 3.2: We attempt to estimate a line model from which 40 noisy and corrupted points are drawn. The breakdown point of the MSoD estimator is 10 points. Corrupting the 10 leftmost points corresponds to the worst case in which the MSoD will fail. In the example shown here we corrupted only the 9 leftmost points. Shown in the plot are the initial model estimated using least-squares for all the points, the model estimated by the iterative least-squares method, and that estimated by the MSoD. We can see that the MSoD works well, but the iterative trimming method, labeled “iterative LS,” fails to converge to a good model.

3.5.1 Iterative Trimming

Arguably, this is the simplest robust estimator. Its application involves calculating an estimate using all (noisy and corrupted) measurements, say by least squares in our case. After discarding a certain number of measurements which are most inconsistent with the estimate, one recomputes the estimate using the remaining measurements. One may iterate the above process until only a predefined number of measurements remains, or until the residual error of the remaining measurements drops below some predefined level.

The main drawback of this method is that for certain corruption, the initial estimate from all the data can be made to favor some of the corrupted measurements over the uncorrupted measurements. We are not aware of any work that carefully analyzes the breakdown point of such an iterative method. However, we found that we can make this method fail using far fewer corrupted measurements than the breakdown point calculated for the MSoD estimator. Figure 3.2 shows a simple example in which the iterative least squares method fails but MSoD succeeds.
3.5.2 Random Sampling

Another very popular approach to obtain robust estimate is through the Random Sampling Consensus (RANSAC) method \[15\]. In our context, this corresponds to randomly selecting \( n \) of the \( m \) measurements (equations) and solving \( \mathbf{x} \). One then checks how many other measurements are consistent with this estimate; say error incurred is below some level. The algorithm repeatedly select sets of \( n \) measurements until an estimate with high consensus is obtained. In theory, this approach has a breakdown point of 50%.

With \( p \) randomly selected sets of \( n \) measurements, the probably that at least one set contains no corrupted measurements at all is \( 1 - (1 - q^n)^p \) where \( q \) is the percentage of uncorrupted points. When \( n \) is small, this probability of success can be very high with relatively small number of selections – the reason why RANSAC has been very popular among practitioners. However, ensuring a fixed probability of success requires that the number of selections \( p \) grows exponentially in \( n \), making it utterly inefficient when the dimension \( n \) is high. Linear programming solvers which minimize the MSOD cost function, on the other hand, require time polynomial in the size of the matrix \( A \). Hence, MSOD is more scalable than RANSAC in dimension \( n \), despite a lower breakdown point.\(^2\)

3.6 Application - Vehicle Position Estimation

In this subsection we present a “real-life” application that demonstrates the potential benefits of the Minimum Sum of Distances Estimator (MSOD). The problem which we address is estimating the position, orientation and velocity of a vehicle moving in 2D. The vehicle has inertial navigation sensors (gyroscopes) that generate noisy measurements of its velocity \( v \) and its rate of orientation change \( \dot{\theta} \). In addition, the vehicle receives noisy measurements of its east, \( e \), and north, \( n \), positions. A typical source for such measurements is a GPS system, which may produce corrupted or erroneous measurements due to multi-paths. The inertial measurements are generated every \( t_s \) seconds, while the position measurements are generated every \( T_s \) seconds, with \( t_s \ll T_s \).

Given the car state at time \( t_0 \), its position at time \( t_1 \) is

\[
\begin{align*}
e(t_1) &= e(t_0) + \int_{t_0}^{t_1} \cos \theta(\tau) v(\tau) d\tau \\
n(t_1) &= n(t_0) + \int_{t_0}^{t_1} \sin \theta(\tau) v(\tau) d\tau.
\end{align*}
\]

Denote by \( \hat{\cdot} \) our estimate of the car state and by \( \mathbf{x} = (e - \hat{e}, n - \hat{n}, \dot{\theta} - \hat{\theta}, v - \hat{v})^T \) our (presumably small)

\(^2\)It has been shown in the literature that for randomly generated \( A \), the breakdown point of MSOD grows linearly in \( m \) \[6, 14\]. However, the fraction is normally bounded from above by 1/3.
estimation error. Denote by $g_e$, $g_n$ the position measurements and by $y(t) = \left( y_0^T(t), \ldots, y_d(t)^T \right)^T$ the measurement residuals over a $dT_s$-time period, where

$$
y_k(t) = \begin{pmatrix} g_e(t + kT_s) - \hat{\epsilon}(t + kT_s) \\ g_n(t + kT_s) - \hat{n}(t + kT_s) \end{pmatrix} \approx \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} x(t + kT_s) \approx C \tilde{x}_k(t).
$$

Based on our assumptions, we can write

$$
x(t + T_s) \approx x(t) + \begin{pmatrix} \int_{t}^{t+T_s} \cos \theta(\tau) v(\tau) d\tau - \int_{t}^{t+T_s} \cos \hat{\theta}(\tau) \hat{v}(\tau) d\tau \\ \int_{t}^{t+T_s} \sin \theta(\tau) v(\tau) d\tau - \int_{t}^{t+T_s} \sin \hat{\theta}(\tau) \hat{v}(\tau) d\tau \\ 0 \\ 0 \end{pmatrix} \approx \begin{pmatrix} 1 & 0 & \int_{t}^{t+T_s} - \sin \theta(\tau) v(\tau) d\tau & \int_{t}^{t+T_s} \cos \theta(\tau) d\tau \\ 0 & 1 & \int_{t}^{t+T_s} \cos \theta(\tau) v(\tau) d\tau & \int_{t}^{t+T_s} \sin \theta(\tau) d\tau \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} x(t) \approx F(t)x(t)
$$

so that

$$
y(t) \approx \begin{pmatrix} C \\ CF(t) \\ \vdots \\ CF(t + (d - 1)T_s) \ldots F(t + T_s) F(t) \end{pmatrix} \approx A(t)x(t).
$$

The approximations are due to the linearization of the nonlinear relation between the presumably small estimation error and the measurement residuals, and due to the noise and corruptions of the measurements.

Equation (3.24) is the linear model on which we apply our estimation scheme. Every time a new position measurement is generated we use it together with the last $d$ position measurements to correct the vehicle estimated state. The matrix $A(t)$ and the estimated expected positions in the $y$ vector are regenerated every time a new position measurement arrives to reflect our best estimate so far.

Simulation results are given in Figure 3.3. In this simulation, the breakdown point, calculated by Algorithm 5, ranges from 4 to 6, depending on the vehicle maneuvers. While the number of corrupted measurements occasionally exceeded the breakdown point, the results were still remarkably good. This is because the breakdown point represents a worst case scenario whose probability is relatively low. For comparison we also show in Figure 3.3 simulation results when a standard nonlinear Kalman filter was used for this system.
Figure 3.3: Estimating a vehicle position which is moving in a 2D plane from noisy and corrupted measurements. The MSoD estimation scheme was applied on the linear model (3.24) using $d = 19$. The units in the plot are meters. The car average velocity is $85 \text{ km/h}$. New position measurements are generated every $T_s = 1$ seconds. Uncorrupted position measurements have noise with $10_m$ standard deviation. Corrupted measurements have errors which are uniformly distributed up to $400_m$. The system has a $0.06 (6\%)$ probability of switching from an uncorrupted to a corrupted mode, and a $0.5$ probability of switching from a corrupted mode to an uncorrupted mode. The maximum and the average magnitude of the position errors were $55_m$ and $9_m$, respectively. For comparison we also show the results of using standard nonlinear Kalman filter. The standard deviation of the position errors, used to calculate the Kalman gains, was $200_m$. The maximum and the average magnitude of the position errors were $157_m$ and $30_m$, respectively.
Chapter 4

Adaptive Control using Quantized Measurements with Application to Vision-only Landing Control

4.1 Introduction

In this chapter we focus on fixed output quantization, for example due to sensors of limited resolution, when some of the plant model parameters are unknown. When the plant dynamics are unknown and system identification, but not stabilization, is desired, we mention [68], [23], and [73] among others which address the issue of quantization. Surprisingly, very few papers deal with the problem of stabilization when the plant dynamics are unknown, despite the prevalence of this problem in many control applications. Two papers, [21] and [67], consider input quantization. The assumption taken by these papers, of input quantization with deterministic quantizers, makes a fundamental difference from the settings of output quantization: With the controller knowing the input acting on the plant, a certainty equivalence principle separates the estimation of the plant dynamics from the effects of quantization. In Chapter 2 we proved robustness to variations in the plant dynamics using a specific dynamic quantization scheme. As the actual plant dynamics are not estimated, this requires the variation of the plant dynamics from some nominal model to be sufficiently small. Using supervisory control, [74] switches between several controllers, finds the one that best approximates the actual plant dynamics, and uses that one to stabilize the system. Finally, [66] achieves reference tracking for open-loop stable systems with input and state quantization, where the unknown plant dynamics enter as a linear feedback gain.

To generate the stabilizing control input, or to identify system parameters, an estimate of the state needs to be extracted from the quantized measurements. The basic approach is to select the center of the quantization regions as the state estimate. This was the approach followed by all the references cited above, including proofs of convergence for example in [68]. However, as we show in this chapter, the convergence may be too slow and a more careful treatment of the quantized measurements, with their special characteristics, needs to be employed in selecting the state estimate. Here we follow up on the approached proposed in [49] in the context of system identification. The first novelty in this chapter is an alternative computational approach for solving the optimization problem that selects the state estimate.
The second novelty is the development of a simulation, on which this new approach can be tested, of a vision-based control problem: controlling a fixed-wing airplane to follow a gliding path on approach to landing. The only available feedback for the landing controller is a camera mounted on the airplane and focused on the runway. The source of quantization in this problem is the pixelization of the image. We believe that the development of a simulation platform for this problem has merits of its own in exposing the issue of quantization in vision-based control, and in the ability to compare different approaches for addressing this issue. As an application, we expect the settings we consider here to be applicable to a small unmanned aerial vehicle (UAV) where one may want to avoid installing gyroscopes due to cost and weight considerations. For a complete flight control system, though, the addition of at least an airspeed indicator to our settings would be required to measure this critical quantity that is not observable using camera measurements.

For the sake of completeness we cite [3], [42] and [51] as some of the other works which address the problem of landing by vision only. As each of these studies uses different settings and a different set of assumptions, we cannot compare their results to ours. We do not cite other studies where vision is only used for guidance and the aircraft stabilization is accomplished using inertial sensors (gyroscopes).

The outline of this chapter is as follows. In §4.2 we formulate the general problem we address in this chapter and propose an algorithm for solving the problem. In §4.3 we provide a convergence result for the proposed algorithm. Starting from §4.4 we focus on the specific application. In §4.4 we recall the longitudinal dynamics of an airplane and derive a reduced order model. In §4.5 we make the connection between the camera input and the state of the airplane. In §4.6 we derive the linear model for the airplane which is consistent with the problem we formulated in §4.2. In §4.7 we provide details regarding the implementation of the controller including, in particular, the control law. And finally, in §4.8 we present simulation results. Additional details regarding the simulation are provided in §4.9 and §4.10.

### 4.2 Problem Formulation and Estimation Method

Consider a control system which consists of a plant, a quantizer, and a controller. The plant is assumed to be linear time-varying (LTV):

\[
\begin{align*}
\dot{x}(t) &= A(t, a) x(t) + B(a) u(t) + D(a) \\
y(t) &= C x(t) \\
z(t) &= E(t, a)
\end{align*}
\]

(4.1)

where \(x(t) \in \mathbb{R}^n\) is the state of the plant, \(u(t) \in \mathbb{R}^m\) is the control input, \(y(t) \in \mathbb{R}^p\) \((p \leq n)\) is the output signal which is sampled by the quantizer, \(z(t) \in \mathbb{R}^q\) is an uncontrollable signal that is sampled by the quantizer and
assists in estimating the model parameters, and \( a \in \mathbb{R}^l \) is the vector of (the constant) model parameters. The matrices \( A(t,a), B(a), C, D(a) \) and \( E(t,a) \) are of appropriate dimensions. Their structure, as a function of the model parameters, \( a \), and possibly of the time, is known, but the model parameters themselves are unknown.

The quantizer samples the signals \( y \) and \( z \) once every \( \tau \) seconds, and for each individual component, \( y_i \) and \( z_j \), sends the controller an interval which contains the value of this component. Thus up to time \( t \), assuming the sampling started at \( t = 0 \), the information available to the controller is the lower and upper bounds, \( y_i(\tau) \), \( \bar{y}_i(\tau) \), \( z_j(\tau) \), \( \bar{z}_j(\tau) \), \( i = 1, \ldots, p \), \( k = 0, \ldots, [t/\tau] \) as well as \( \bar{z}_j(\tau) \), \( \bar{z}_j(\tau) \), \( j = 1, \ldots, q - p \), \( k = 0, \ldots, [t/\tau] \), such that for each \( i, j, k \):

\[
 y_i(\tau) \leq y_i(\tau) \leq \bar{y}_i(\tau) \quad \text{and} \quad z_j(\tau) \leq z_j(\tau) \leq \bar{z}_j(\tau).
\]

The controller estimates the state and the model parameters based on this information, and then uses that estimate to generate the control input that will drive the system to some desired steady-state value. The estimation, independent of the law by which the control input is generated, will be discussed in this section. In §4.7 we will provide an example of a control law.

By restricting to piecewise constant control input such that \( \forall k \in \mathbb{N} \): \( u(t) = u(\tau) \) \( \forall t \in [\tau, (k + 1) \tau) \), the continuous plant dynamics (4.1) can be written in discrete form as

\[
 x((k + 1)\tau) = A_k(a)x(k\tau) + B_k(a)u(k\tau) + D_k(a) \\
 y(\tau) = Cx(\tau) \\
 z(\tau) = E_k(a) \tag{4.2}
\]

where

\[
 A_k(a) = \Phi(k\tau + \tau, k\tau), \quad B_k(a) = \int_{0}^{\tau} \Phi(k\tau + \tau, k\tau + s') ds' B(a), \\
 D_k(a) = \int_{0}^{\tau} \Phi(k\tau + \tau, k\tau + s') ds' D(a),
\]

and \( \Phi(t, t_0) \) is the state transition matrix for \( \dot{x} = A(t, a)x \). To avoid the computation of \( \Phi(k\tau + \tau, k\tau) \), in many cases an approximation as the one we use in §4.6 will be sufficient.

Define

\[
 U_{k+1} \doteq [u^T(0), u^T(\tau), \ldots, u^T((k-1)\tau)]^T \\
 Y_{k+1} \doteq [y^T(0), z^T(0), y^T(\tau), \ldots, y^T(\tau), z^T(\tau)]^T,
\]
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and consider

\[ E(k, Y_k, U_k, a) = A(k\tau, a) \begin{bmatrix} y((k - r) \tau) \\ \vdots \\ y((k - 1) \tau) \end{bmatrix} + B(k\tau, a) \begin{bmatrix} u((k - r) \tau) \\ \vdots \\ u((k - 1) \tau) \end{bmatrix} + D(k\tau, a) - y(k\tau) \]

where \( r \) is the observability index (assumed to be constant) for the system \((A_k, C)\), and

\[
O_{k-r}(a) = \begin{bmatrix} C \\ CA_{k-r}(a) \\ \vdots \\ C \prod_{i=k-r}^{k-2} A_i(a) \end{bmatrix}
\]

\[
\mathbf{A}(k\tau, a) = C \prod_{i=k-r}^{k-1} A_i(a) O_{k-r}(a)\dagger
\]

\[
\mathbf{B}(k\tau, a) = \begin{bmatrix} C \prod_{i=k-r+1}^{k-1} A_i(a) B_{k-r}(a) \ldots CB_{k-1}(a) \end{bmatrix} -
\]

\[
\mathbf{D}(k\tau, a) = \sum_{i=k-r+1}^{k} C \prod_{j=i}^{k-1} A_j(a) D(a) -
\]

\[
D(k\tau, a) = \sum_{i=k-r+1}^{k} C \prod_{j=i}^{k-1} A_j(a) O_{k-r}(a)\dagger \times
\]

\[
C \prod_{i=k-r}^{k-1} A_i(a) O_{k-r}(a)\dagger \times
\]

\[
\begin{bmatrix} 0 \\ \vdots \\ \vdots \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ \vdots \\ \vdots \\ 0 \end{bmatrix} - \begin{bmatrix} \sum_{i=k-r+1}^{k} C \prod_{j=i}^{k-2} A_j(a) D(a) \end{bmatrix}
\]

\[
O^\dagger = (O^T O)^{-1} O^T
\]

Note that when the values in \( Y_k \) and \( U_k \) follow the dynamics in (4.2), \( E(k, Y_k, U_k, a) = 0 \). We refer to \( E(k, Y_k, U_k, a) \) as the modeling error.

We define the cost function,

\[
f(Y_N, a) = \sum_{k=r}^{N} \| E(k, Y_k, U_k, a) \|_2^2 + \sum_{k=0}^{N-1} \| E(k\tau, a) - z(k\tau) \|_2^2,
\]

and propose the following minimization problem in order to estimate both the state and the model param-
\[
\min_{a,Y} f(Y_N, a)
\]
subject to \(\forall k \in [0, \ldots, N - 1] :\)
\[
\underline{y}_i (k\tau) \leq y_i (k\tau) \leq \overline{y}_i (k\tau) \quad \forall i \in [1, \ldots, p]
\]
\[
\underline{z}_i (k\tau) \leq z_i (k\tau) \leq \overline{z}_i (k\tau) \quad \forall j \in [1, \ldots, q - p]
\]

where \(N\) is the number of quantized output measurements we collected. Problem (4.3) is a constrained nonlinear minimization problem. We solve it using the following iterative algorithm:

1. Initialize the algorithm by selecting an arbitrary \(Y_N\) that satisfies the inequality constraints in (4.3).
2. Fix \(Y_N\) and find \(a\) that minimizes the cost function \(f(Y_N, a)\).
3. Increase \(N\) if more measurements are available.
4. Fix \(a\) and find \(Y_N\) that minimizes the cost function \(f(Y_N, a)\) and satisfies the inequality constraints in (4.3).
5. Repeat from step 2.

When \(a\) is fixed, minimizing over \(Y_N\) becomes a constrained quadratic programming problem for which there exist computationally efficient solvers. Minimizing over \(a\) when \(Y_N\) is fixed can still be a nonlinear minimization problem, but it is now unconstrained, and it has a fixed (small) number of variables that does not grow with \(N\). In many cases, as in the problem we address below, we can derive the second derivative, the Hessian, explicitly and solve the minimization problem efficiently using general purpose nonlinear solvers.

### 4.3 Proof of Convergence

Because \(f(Y, a)\) is quadratic in \(Y\), we can rewrite (4.3), for fixed \(N\) and \(U_N\), as

\[
\min_{a,Y} \|Q(a)Y - r(a)\|_2^2
\]
subject to \(\underline{Y}_i \leq Y_i \leq \overline{Y}_i \quad \forall i \in [1, \ldots, n]\) (4.4)

where \(Y \in \mathbb{R}^n, Q : \mathbb{R}^l \to \mathbb{R}^{m \times n}, r : \mathbb{R}^l \to \mathbb{R}^m\) (the \(n\) and \(m\) defined in this section are different from the \(n\) and \(m\) defined in the previous section). Note that \(m < n\). In proving convergence of our proposed iterative
algorithm, we will refer to (4.4) as the problem being minimized. We note that the proof below is applicable to a fixed number of measurements. More work is needed to derive results applicable to a growing number of measurements.

We define $Y$ to be the set of $Y$'s satisfying the inequality constraints in (4.4). We say that $a$ is a critical point of $f$ for a given $Y$ if

$$\frac{\partial f(Y,a)}{\partial a_i} = 0, \quad \forall i \in \{1,\ldots,l\}. \quad (4.5)$$

We say that $Y$ is a critical point of $f$ for a given $a$ if

$$\frac{\partial f(Y,a)}{\partial Y_i} \geq 0 \text{ if } Y_i = Y_i, \quad \quad \frac{\partial f(Y,a)}{\partial Y_i} = 0 \text{ if } Y_i < Y_i < \overline{Y}_i, \quad \quad \frac{\partial f(Y,a)}{\partial Y_i} \leq 0 \text{ if } Y_i = \overline{Y}_i \quad \forall i \in \{1,\ldots,n\}. \quad (4.6)$$

And we say that $(Y,a)$ is a critical point of $f$ if both (4.5) and (4.6) hold. We define $\sigma$ as the function that maps each $Y \in Y$ to the set of critical points of $f$ given $Y$.

Consider the following assumptions:

1. The functions $Q(\cdot)$ and $r(\cdot)$ are continuous.
2. Let $(Y_k,a_k)$ and $(Y_{k+1},a_{k+1})$ be the estimated values before and after iteration $k$ of the algorithm. Then for every $k$: $a_{k+1} \in \sigma(Y_k)$, $f(Y_k,a_{k+1}) < f(Y_k,a_k)$ if $a_{k+1} \neq a_k$, $Y_{k+1}$ is a critical point of $f$ given $a_{k+1}$, and $f(Y_{k+1},a_{k+1}) < f(Y_k,a_{k+1})$ if $Y_{k+1} \neq Y_k$.
3. There exists $K \in \mathbb{N}$ such that the number of critical points of $f$ given $Y$, $\sigma(Y)$, is smaller than $K$ for every $Y \in Y$, and furthermore, $\sigma(\cdot)$ is continuous.

We now can state the following convergence result:

**Theorem 4.3.1.** Given that assumptions 1-3 hold, and following the iterative algorithm described above, the series $(Y_k,a_k)$ converges to a set $M$ of critical points of $f$.

To prove Theorem 4.3.1, we need the following results and definitions.

**Definition 4.3.1.** A set valued map $\Gamma(\cdot) : \mathbb{R}^k \rightarrow 2^{\mathbb{R}^n}$ is said to be:}
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1. closed at $t_0$ if, for any sequence $\{t_i\}$ and $\{x_i\}$, $t_i \to t_0$, $x_i \in \Gamma (t_i)$, $x_i \to x_0$ imply $x_0 \in \Gamma (t_0)$

2. upper semicontinuous at $t_0$ if, for any open set $\Omega$ containing $\Gamma (t_0)$, there exists an $\epsilon = \epsilon (\Omega) > 0$ such that $\Gamma (t) \subset \Omega$ for any $t \in \{t \in \mathbb{R}^k ||t - t_0|| \leq \epsilon \}$.

**Lemma 4.3.2** ([2, Theorem 2.2]). Consider the following set valued map:

\[
S (t) \doteq \arg \min_x \quad c (t)^T x + \frac{1}{2} x^T \bar{Q} (t) x \quad \text{s.t.} \quad Ax \leq b
\]

where $t \in \mathbb{R}^k$, $c (t)$ and $\bar{Q} (t)$ are continuous at $t = 0$, and $c(0) = c$, $\bar{Q}(0) = \bar{Q}$. We suppose that $\bar{Q} (t)$ is a symmetric, positive-semidefinite $n \times n$ matrix for each $t \in \mathbb{R}^k$. Assume that the following two conditions hold: (1) $\exists s \in \mathbb{R}^n \setminus 0$ such that $A s \leq 0$, $c^T s \leq 0$ and $\bar{Q} s = 0$; (2) $\exists w \in \mathbb{R}^n \setminus 0$ such that $A^T w = 0$, $b^T w \leq 0$ and $w \geq 0$. Then $S$ is closed and upper semicontinuous at $t = 0$.

**Remark 4.3.1.** The quadratic problem (4.7) relates to (4.4) with $c (t) = r (a)^T Q (a)$, $\bar{Q} (t) = Q (a)^T Q (a)$, and with $A$ consisting of pairs of rows, $\epsilon_i^T$, $-\epsilon_i^T$, $i = 1, \ldots, n$, where we use $\epsilon_i$ to denote the $i$'th canonical vector: $(\epsilon_i)_j = 0 \forall j \neq i$ and $(\epsilon_i)_i = 1.$

**Definition 4.3.2.** An algorithm, or a map, $T : \mathbb{R}^n \to \mathbb{R}^n$, is said to be closed at $P \in \mathbb{R}^n$ if for all convergent sequences $P_k \to P$, $P'_k \to P'$ such that $P'_k \in T (P_k)$, one has that $P' \in T (P)$. An algorithm is said to be closed on $W \subset \mathbb{R}^n$ if it is closed at $P$, for all $P \in W$.

**Definition 4.3.3.** A function $V : W \to \mathbb{R}_{\geq 0}$ is a Lyapunov function for an algorithm (a map) $T : \mathbb{R}^n \to \mathbb{R}^n$ on $W \subset \mathbb{R}^n$ if $V$ is continuous on $W$ and $V (P') \leq V (P)$ for all $P' \in T (P)$ and all $P \in W$.

**Definition 4.3.4.** A set $C$ is said to be weakly positively invariant with respect to an algorithm $T$ if for any $P_0 \in C$ there exists $P \in T (P_0)$ such that $P \in C$.

**Lemma 4.3.3** ([8, Theorem C.1]). Let $T$ be a closed algorithm on $W \subset \mathbb{R}^N$ and let $V$ be a Lyapunov function for $T$ on $W$. Let $x_0 \in W$ and assume the sequence $\{x_n | n \in \mathbb{N} \cup \{0\}\}$ defined via $x_{n+1} \in T (x_n)$ is in $W$ and bounded. Then there exists $c \in \mathbb{R}$ such that

\[
x_n \to M \cap V^{-1} (c), \quad (4.8)
\]

where $M$ is the largest weakly positively invariant set contained in

\[
\{x \in \mathbb{R}^N | \exists y \in T (x) \text{ such that } V (y) = V (x)\} \cap \overline{W}. \quad (4.9)
\]
Proof of Theorem 4.3.1: We start by showing that the conditions stated in Lemma 4.3.2 hold for (4.4). Writing (4.4) as (4.7), the functions $c(a)$ and $\bar{Q}(a)$ are continuous $\forall a$ due to Assumption 1. From Remark 4.3.1 $\bar{Q}$ is symmetric and positive-semidefinite. Also from Remark 4.3.1, the only vector $s$ satisfying $As \leq 0$ is the zero vector, so condition (1) holds. From the structure of $A$, a vector $w$ satisfies $A^Tw = 0$ if and only if $w_{2i-1} = w_{2i}$, $\forall i \in \{1, \ldots, n\}$. For each $i \in \{1, \ldots, n\}$, $-b_{2i-1}$ and $b_{2i}$ correspond to one quantized measurement, where $-b_{2i-1}$ is the lower bound and $b_{2i}$ is the upper bound of that measurement. Thus $-b_{2i-1} < b_{2i}$. Multiplying $b^Tw$, if $w \geq 0$ and $w \neq 0$ then we must have $b^Tw > 0$. Therefore condition (2) also holds. Applying Lemma 4.3.2 we conclude that the second step in each iteration of our algorithm is a closed function. The first step is continuous due to Assumption 3. Let $Y_k \to Y$, $a_k \to a$ and $Y'_k \to Y$, $a'_k \to a$ be two convergent sequences such that $a'_k \in \arg\min_a f(Y_k, a)$ and $Y'_k \in \arg\min_{Y \in \mathcal{Y}} f(Y, a'_k)$. Then $a' \in \arg\min_a f(Y, a)$ and $Y' \in \arg\min_{Y \in \mathcal{Y}} f(Y, a')$ and we conclude that our algorithm is closed.

Since in each step that the algorithm computes, the value of $f(Y, a)$ does not increase, $f$ serves as a Lyapunov function for the algorithm. As $\sigma(Y)$ is compact due to Assumption 3 and the compactness of $\mathcal{Y}$, the sequence $(Y_k, a_k)$ is in the compact set $W = Y \times \sigma(Y)$. Thus we can apply Lemma 4.3.3 and conclude the existence of $c \in \mathbb{R}$ such that $(Y_k, a_k) \to M \cap f^{-1}(c)$ where $M$ is the largest weakly invariant set contained in $W$ as defined in Lemma 4.3.3. Let $(Y, a) \in M$ and assume it is not a critical point. Then $\forall (Y', a') \in T(Y, a)$, $f(Y', a')$ will be strictly smaller than $f(Y, a)$, contradicting the definition of $M$. 

We find it appropriate to report here an additional result, even though its implication is still under investigation. Set $n_Q = \text{rank} Q$. We say that $Q \in \mathbb{R}^{m \times n}$ is in general directions if every $n_Q$ columns of $Q$ are linearly independent. We also define $V(a) \doteq \min_{Y \in \mathcal{Y}} f(Y, a)$, and $\mathcal{P}_0 \doteq \{a \in \mathbb{R}^l | V(a) = 0 \}$ ($\mathcal{P}_0$ might be an empty set). Finally we recall the definition of the B(oulgand)-derivative:

**Definition 4.3.5.**

$$F'(x, v) : \frac{F(y) - F(x) - F'(x, y-x)}{\|y-x\|} \to 0 \text{ as } y \to x, y \neq x. \quad (4.10)$$

When it exists, the B-derivative equals the directional derivative $F'(a; v) \doteq \lim_{\epsilon \searrow 0^+} \frac{F(a+\epsilon v) - F(a)}{\epsilon}$. The importance of the B-derivative, in our context, is that it satisfies the chain rule, [53, Corollary A.4], whereas the direction derivative does not. It is a strictly weaker notion than the Fréchet derivative, but its existence does not imply, nor is it implied by, the existence of the Gâteaux derivative.

**Proposition 4.3.1.** With the additional assumption that the functions $Q(\cdot)$ and $r(\cdot)$ are $C^2$ (twice continuously differentiable), the vector of model parameters $a$ in the iterative algorithms described above converges to a set $M \subset \mathbb{R}^l$ for which one of the following holds: (1) $M \subseteq \mathcal{P}_0$; (2) $Q(M)$ contains matrices not in general
directions; (3) for every $a \in M$, the $B$-derivative $F'(a; v)$ exists and satisfies $F'(a; v) \geq 0$, $\forall v \in \mathbb{R}^I \setminus 0$.

Due to disturbances and nonlinearity in the system, and the zero measure of the set of matrices not in general directions in $\mathbb{R}^{m \times n}$, we expect the third case to be the prevailing one.

For the proof of Proposition 4.3.1, we recall the following result:

**Lemma 4.3.4 ([52, Theorem 2])**. Considering (4.7) and a pair $t$ and $x \in S(t)$, define $P$ to be the set of $i$’s such that $A_i x = b_i$, and assume that the following hold:

1. $Q(t)$ and $c(t)$ are twice continuously differentiable.

2. There exists $v \in \mathbb{R}^n$ such that $A_i v < 0$ for any $i \in P$.

3. For every $v \in \mathbb{R} \setminus 0$ such that $c_P^T v = 0$, $v^T Q v > 0$.

Then for some neighborhoods $U$ of $t$ and $V$ of $x$, there is a locally Lipschitz and $B$-differentiable function $y(\cdot)$ mapping $U$ to $V$ such that for each $t \in U$, $y(t)$ is the unique local solution of $S(t)$.

**Proof of Proposition 4.3.1**: By proposition 4.3.1 the algorithm converges to a set $M$ which is contained in $f^{-1}(c)$ for some $c \in \mathbb{R}_{\geq 0}$. If $c = 0$ then we get that $M \subseteq P_0$. Otherwise $c > 0$ and assume that $Q(M)$ does not contain matrices not in general directions. Let $(x, t) = (Y, a) \in M$ such that $x \in S(t)$ as defined in (4.7) and $Q(a)$ is in general directions. We will show that in this case the assumptions in Lemma 4.3.4 hold.

By the assumption taken in Proposition 4.3.1, assumption 1 holds. Noting again that $A$ in (4.7) consists of pairs of rows, $\varepsilon_i^T, -\varepsilon_i^T$, $i = 1, \ldots, n$, and that for any such pair, only one row is in $P$ since the lower and upper quantization bounds are never equal, it is straightforward to see that assumption 2 also holds.

Now to assumption 3. We set $Q = Q(a)$ and define $P' = \{i \in \{1, \ldots, n\} | 2i - 1 \in P \text{ or } 2i \in P\}$. Note that the number of elements in $P$ and in $P'$ is the same, again due to the nonzero difference between each pair of lower and upper quantization bounds. First we show that $P'$ contains at least $n - n_Q + 1$ constraints where $n_Q = \text{rank } Q$. By projecting $Q$ and $r$, if necessary, to a lower subspace, we can assume without loss of generality that $Q$ has full row rank and $Q \in \mathbb{R}^{n_Q \times n}$. Let $P_{Pc} \doteq \{1, \ldots, n\} \setminus P'$ be the complement of $P'$. We recognize that if $\frac{\partial f(x, a)}{\partial x} \varepsilon_i \neq 0$ for some $i$, then we must have that $i \in P' \quad$ (otherwise we could have decreased the cost function without violating any of the constraints). Therefore $\frac{\partial f(x, a)}{\partial x} \varepsilon_{Pc} = 0$, which implies that $0 \in \text{argmin}_{v \in \mathbb{R}^{P_{Pc}}} \|Qx + Q \varepsilon_{Pc} v - r\|_2^2$. By the projection theorem this implies that the vector $u = r - Qx$, which is nonzero since we assumed $f(x, t) \neq 0$, satisfies $u^T Q \varepsilon_{Pc} = 0$. Or in other words, it implies that $\text{rank } Q \varepsilon_{Pc} < n_Q$. By the assumption that $Q$ is in general directions, this implies that $|P_{Pc}| < n_Q$ or $|P'| \geq n - n_Q + 1$. 
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Let $v \in \mathbb{R}^n \setminus 0$ such that $\epsilon^T P v = 0$. This implies we can write $v = \epsilon P u$ for some $u \in \mathbb{R}^{|S'|} \setminus 0$. Since $|P^\perp| < n_Q$, and $Q$ is in general directions, $Q \epsilon P u$ has full column rank so that $Q v \neq 0$. Thus we get that assumption 3 from Lemma 4.3.4 holds. We note that in the original statement of [52, Theorem 2] there was an additional assumption (Assumption A4). However, given that the inequality constraints are linear in $x$ and independent of $t$, this assumption holds trivially.

Applying Lemma 4.3.4 we now conclude that the B-derivative $S'(a; v)$ exists $\forall v \in \mathbb{R}^l$. We can then write $V'(a, v) = \frac{d}{da} S(a, x) = \frac{\partial f(x,a)}{\partial x} S'(a; v) + \frac{\partial f(x,a)}{\partial a} v$, where $S'(a, v)$ is a feasible direction which does not violate the constraints. Since we already proved that $(x, a) \in M$ is a critical point of $f$, we get that $V'(a, v) \geq 0$, $\forall v \in \mathbb{R}^l \setminus 0$.

We now address the assumptions we made. Assumption 1 holds with many models. Most optimization tools satisfy assumption 2 (ignoring numerical errors). For assumption 3 to hold we need that the number of locally minimizing $a$’s be finite for any $Y \in Y$. This requires $Y$ to be sufficiently exciting in some sense (depending on the specific model and the quantization). We are still investigating what other conditions need to be satisfied in order to guarantee that assumption 3 holds.

### 4.4 Airplane Dynamics

We now demonstrate the applicability of the approach we developed in the previous sections to vision-based landing control for a fixed-wing airplane. We consider only the longitudinal dynamics in the vertical plane, and we make the following assumptions. There is no difference in elevation between the two ends of the runway. The aircraft has static stability — the control system consisting of only the pitch and the pitch rate, with all other signals considered as external input, is open-loop stable. The unknown wind velocity has only a fixed (independent of height) horizontal component. There is no thrust (power-off landing). The lift, drag and gravitational forces, associated with the pitch angle required to follow the desired glide slope at the initial velocity, are in balance such that the velocity remains relatively steady. And finally, we assume the airplane starts relatively close to the desired glide slope angle. In the last section we will test our method on the dynamics of a Cessna 172.

This section is divided into two subsections. In the first subsection we state the true dynamics of the airplane. In the second subsection we approximate the true dynamics using an LTV model. We emphasize that while we use the LTV model to design the implementation of our method, we use the true dynamics to test it in simulation.
4.4.1 True Dynamics

By considering only longitudinal dynamics in the vertical plane, we are left with six degrees of freedom describing the motion of the airplane\(^1\):

\[
\begin{align*}
p_x & \quad \text{position} \\
p_z & \quad \text{position} \\
v_x & \quad \text{velocity} \\
v_z & \quad \text{velocity} \\
\theta & \quad \text{pitch angle} \\
\dot{\theta} & \quad \text{pitch rate}
\end{align*}
\]

(4.11)

All the quantities above are defined in the frame of reference whose origin is fixed at the beginning of the runway. The \(x\)-axis positive direction is defined such that the runway is on the positive side of this axis. The \(z\)-axis positive direction is up. The control input is the elevator deflection, \(\delta_e\), which measures the angular displacement of the elevator from its trim position.

Using the six quantities in (4.11) and several aerodynamics constants, we can derive the equations of motion. These equations can be found in any textbook on flight dynamics, [65] for example. We will use the following rotation matrix in deriving the equations: 

\[
R(\phi) = \begin{bmatrix}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{bmatrix}
\]

A standard way of computing the forces acting on the airplane is to first compute the lift and the drag. The lift is the aerodynamic force perpendicular to the relative wind, and the drag is the aerodynamic force parallel to the relative wind. Both forces are assumed to act on the center of lift.

The complete derivation of the equations of motion is as follows:

1. Angle of relative wind, \(\varphi = \tan^{-1}(v_z/(v_x + v_{wind}))\).
2. Angle of attack, \(\alpha = \theta - \varphi\).
3. Airspeed, \(V_T = \left\| [v_x + v_{wind}, v_z]^T \right\|\).
4. Lift coefficient, \(C_L = C_{L_\alpha}(\alpha) + C_{L_q} \dot{\theta} \bar{c} / (2V_T) + C_{L_{\delta_e}} \delta_e\).
5. Drag coefficient, \(C_D = C_{D_\alpha}(\alpha) + \left| C_{D_{\delta_e}} \delta_e \right|\).
6. Pitch moment coefficient, \(C_m = C_{m_\alpha}(\alpha) + C_{m_\alpha} \dot{\alpha} \bar{c} / (2V_T) + C_{m_q} \dot{\theta} \bar{c} / (2V_T) + C_{m_{\delta_e}} \delta_e\).

**Remark**: Above \(C_{L_\alpha}, C_{L_q}, C_{D_{\delta_e}}, C_{m_{\alpha}}, C_{m_q}\) and \(C_{m_{\delta_e}}\) are airframe dependent empirically obtained constants; \(C_{L_\alpha}, C_{D_\alpha}, C_{m_{\alpha}}\) are airframe dependent functions of the angle of attack, and are derived from tables of empirically obtained values. Below \(\rho\) is the air density which we assume to be constant, and \(S\) is the wing area.

---

\(^1\)The standard state used in the literature on automatic landing includes: true airspeed \(v_T\), angle of attack \(\alpha\), pitch \(\theta\), pitch rate \(q = \dot{\theta}\), height \(h = p_z\), and deviation from the glide slope \(d\) [65, p.341]. Knowing the wind, one can translate between this standard state and (4.11).
7. Lift, \( L = 0.5C_L \rho V^2 S \).

8. Drag, \( D = 0.5C_D \rho V^2 S \).

9. Linear aerodynamic forces, \( F = R(\varphi) [-D, L]^T \).

10. Pitch moment, \( M = 0.5C_m \rho V^2 S \bar{c} + (R(\theta) D_{cg}) \times_y F \) where \( \bar{c} \) is the mean aerodynamic chord, \( D_{cg} \) is the displacement of the center of gravity from the center of lift, and \( [x_1, z_1]^T \times_y [x_2, z_2]^T \approx z_1 x_2 - x_1 z_2 \).

11. Linear accelerations, \( \dot{v}_x = F_x / W, \dot{v}_z = F_z / W - g \), where \( W \) is the weight of the aircraft, and \( g \) is the acceleration due to gravity.

12. Angular acceleration, \( \dot{\theta} = M / I_{yy} \) where \( I_{yy} \) is the moment of inertia around the pitch axis.

13. Linear velocity, \( \dot{p}_x = v_x, \dot{p}_z = v_z \).

### 4.4.2 Reduced Order Model

We define the reduced order state: \( x = \left( \theta_p, \theta_v, \theta, \dot{\theta} \right)^T \), where \( \theta_p \approx \tan^{-1} (p_z / p_x) - \gamma_R \), \( \theta_v \approx \tan^{-1} (v_z / v_x) - \gamma_R \), and \( \gamma_R \) is the (negative) desired glide slope angle. In the literature on airplane dynamics, \( \gamma_R + \theta_v \) is referred to as the flight path angle, \( \gamma \). The motivation for this choice of state is that our main goal is to drive \( \theta_p \) to zero. The dynamics of \( \theta_p \) depend strongly on all the signals in \( x \), so we also need to drive these signals to some appropriate values. As the dynamics of \( \theta_p \) depend on the remaining signals from the full order model, \( d = \sqrt{p_x^2 + p_y^2} \) and \( V_E = \sqrt{v_x^2 + v_z^2} \), only through multiplications with the states already in \( x \), we exclude explicit reference to these states in the system model that we attempt to control. Note that by our convention,

\[
\begin{pmatrix}
p_x \\
p_z
\end{pmatrix}
= d \begin{pmatrix}
-\cos (\theta_p + \gamma_R) \\
-\sin (\theta_p + \gamma_R)
\end{pmatrix},
\begin{pmatrix}
v_x \\
v_z
\end{pmatrix}
= V_E \begin{pmatrix}
\cos (\theta_v + \gamma_R) \\
\sin (\theta_v + \gamma_R)
\end{pmatrix}.
\]

We now rewrite the dynamics for this reduced order state. We start with the \( \theta_p \) dynamics:

\[
\dot{\theta}_p = \frac{1}{1 + (p_x / p_z)^2} \frac{v_z p_x - v_x p_z}{p_x^2}
= \frac{V_E}{d} \left( \sin (\theta_x + \theta_{gs}) \cos (\theta_v + \theta_{gs}) - \sin (\theta_v + \theta_{gs}) \cos (\theta_x + \theta_{gs}) \right)
= \frac{V_E}{d} \left( \sin (\theta_x) \cos (\theta_v) - \sin (\theta_v) \cos (\theta_x) \right)
\]
(the second equality is a trigonometric identity). If we assume that throughout the approach maneuver, \( \theta_v \) and \( \theta_p \) remain relatively small and \( V_E \) stays relatively fixed, then we can approximate the \( \theta_p \) dynamics with

\[
\dot{\theta}_p \approx \frac{1}{t_f - t} \theta_p - \frac{1}{t_f - t} \theta_v
\]

(4.12)

where \( t_f \) is the time we expect to reach the beginning of the runway.

We continue with the \( \theta_v \) dynamics. We approximate the factors which depend on the angle of attack, \( \alpha \), in the lift and drag coefficients with linear functions, and neglect the remaining factors due to their relatively small contribution. This results in

\[
C_L \approx C_{L,1} \alpha + C_{L,0} \quad \quad C_D \approx C_{D,1} \alpha + C_{D,0}.
\]

With that we have (we use \( \phi = \theta_v + \gamma_R - \varphi \))

\[
\dot{\theta}_v = \frac{1}{V_E} \left[ -\sin (\theta_v + \gamma_R), \cos (\theta_v + \gamma_R) \right] \times \left( R(\varphi) \frac{\rho V_t^2 S}{2W} \begin{bmatrix} -C_D \\ C_L \end{bmatrix} - \begin{bmatrix} 0 \\ g \end{bmatrix} \right)
\]

\[
\approx \frac{\rho V_t^2 S}{2 V_E W} \left( -\sin (\phi) C_{D,1} + \cos (\phi) C_{L,1} \right) (\theta - \varphi) + \frac{\rho V_t^2 S}{2 V_E W} \left( -\sin (\phi) C_{D,0} + \cos (\phi) C_{L,0} \right) - \frac{g \cos (\gamma_R)}{V_E}
\]

where we also used the approximation \( \cos (\theta_v + \gamma_R) \approx \cos (\gamma_R) \) assuming \( \theta_v \) is relatively small. In the windless case, \( \phi = 0 \) as \( \varphi = \theta_v + \gamma_R \), and it is easy to see how a linear model can be derived:

\[
\dot{\theta}_v \approx -C_{v \to v} \theta_v + C_{p \to v} (\theta - \theta_0)
\]

(4.13)

where \( C_{v \to v}, C_{p \to v} \) and \( \theta_0 \) are considered constants. They do in fact depend on \( V_T \) as well as on other environmental variables such as the air pressure and the weight of the aircraft, but we assume that all of these variables (including in particular \( V_T \)) change only slightly throughout the approach maneuver. We claim that the linear model (4.13) is still a good approximation even when there is a wind, where now the three constants just mentioned also depend on the wind speed.

We finish with the angular acceleration, \( \ddot{\theta} \), dynamics. We see that \( M \) is the sum of two terms, one which depends on the pitch moment coefficient, and one due to the linear aerodynamic forces. Since we found that the second term is small compared to the first, we approximate the angular acceleration dynamics without it. If we further approximate \( C_{m/\alpha} (\alpha) \approx C_{m,1} \alpha + C_{m,0} \), then it is not hard to see that in the windless case
the angular acceleration can be written as

$$\ddot{\theta} \approx C_{v \rightarrow \theta} \dot{\theta}_v + C_{\theta \rightarrow \theta} \ddot{\theta} + C_{\delta_e \rightarrow \theta} (\delta_e - \delta_0).$$  \hspace{1cm} (4.14)

And again, we claim that the linear model (4.14), with different constants, is still a good approximation even when there is a wind.

### 4.5 Camera Feedback

We assume a runway recognition algorithm provides the information about the rows corresponding to different points on the runway, and the width of the runway at these points. All the information is given in pixels, but knowing the parameters of the camera and the angle at which it is installed on the aircraft, we can easily translate the rows into angles in the vertical plane from any reference axis fixed to the aircraft. The reference axis we use is the longitudinal axis, which is also used to define the pitch angle as the angle between this axis and the plane tangent to Earth’s surface. Points below the reference axis will be associated with a negative angle. Summarizing, we assume we have the following information (all the widths are given in pixel units):

- $\phi_b$ — the angle in the vertical plane at which the runway begins
- $w_b$ — the width of the runway where it begins
- $w'_b$ — the width of the runway in the first row of pixels above $\phi_b$
- $\phi_e$ — the angle in the vertical plane to an arbitrary point on the runway
- $w_e$ — the width of the runway at $\phi_e$

Each quantity comes with a lower and upper bound, denoted by the underline and the overline respectively, which is the result of the pixelization.

We now discuss the physical quantities we can derive from these measured quantities. First, the angle at which the runway begins, $\phi_b$, relates to our state variables as

$$\underline{\phi}_b \leq \gamma R + \theta_p - \theta \leq \overline{\phi}_b.$$  \hspace{1cm} (4.15)

Second, the width in pixels of the runway where it begins, $w_b$, relates to the distance to the runway as $w_b = \mu / d$, where

$$\mu = \frac{\text{runway width (meters)}}{\tan \left( \frac{\text{horizontal field of view (degrees)}}{2} \right)} \left( \frac{\text{number of pixels on the horizontal axis}}{\text{number of pixels on the horizontal axis}} \right).$$
Last, a pixel at a vertical angle \( \phi \) corresponds to a point on the surface which is at an angle of \(-\phi - \theta\) below the horizon from the aircraft point of view. The distance to that point, assuming a planar terrain, is 
\[
\frac{\sin(-\phi - \theta) d_0}{\sin(-\phi - \theta)}
\]
where \( d_0 \) is the distance to another point on the surface which appears at an angle \( \phi_0 \). We just showed that the distance to any object on the surface is inversely proportional to the width in pixels of that object. Thus we have that
\[
\frac{w'_b}{w_e} \leq \frac{\sin(-\phi_b - \theta)}{\sin(-\phi_e - \theta)} \leq \frac{w'_b}{w_e}
\]
(4.16)
from which we can derive bounds for possible values of \( \theta \). There is not a closed form solution to derive these bounds, but they can be easily calculated using simple iterative methods.

Although \( w_b \) is not controllable, estimating it helps us to estimate the time we expect to reach the runway, since
\[
w_b = \frac{\mu}{V_E (t_f - t)} \approx \frac{C_w}{t_f - t}.
\]
(4.17)

### 4.6 Discretization and Linearization

In (4.12), (4.13), (4.14), (4.17) we have established that (4.1) is applicable to our system, where \( u(t) = \delta_e(t) \), 
\[
z(t) = w_b(t), \quad a \doteq [t_f, C_{v \rightarrow v}, C_{v \rightarrow \dot{\theta}}, C_{\theta \rightarrow v}, \dot{\theta}_0, C_{\theta \rightarrow \dot{\theta}}, C_{\delta_e \rightarrow \dot{\theta}}, \delta_0, C_w],
\]

\[
A(t, a) \doteq \begin{bmatrix}
\frac{1}{t_f-t} & \frac{1}{t_f-t} & 0 & 0 \\
0 & -C_{v \rightarrow v} & C_{\theta \rightarrow v} & 0 \\
0 & 0 & 0 & 1 \\
0 & C_{v \rightarrow \dot{\theta}} & C_{\theta \rightarrow \dot{\theta}} & C_{\delta_e \rightarrow \dot{\theta}}
\end{bmatrix},
B(a) \doteq \begin{bmatrix}
0 \\
0 \\
0 \\
C_{\delta_e \rightarrow \dot{\theta}}
\end{bmatrix},
D(a) \doteq \begin{bmatrix}
0 \\
-\dot{\theta}_0 \\
0 \\
-C_{\delta_e \rightarrow \dot{\theta}} \delta_0
\end{bmatrix},
\]

\[
C \doteq \begin{bmatrix}
1 & 0 & -1 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix},
E(t, a) \doteq \frac{C_w}{t_f - t}.
\]

Defining \( x'(k) = x(k\tau) \) we approximate the continuous dynamics with the following discrete version:
\[
x'(k + 1) = x'(k) + \tau (A(k\tau) x'(k) + B u(k) + D).
\]
We now desire to derive a linear model for \( x_1 \) which depends only the observable states, \( x_1 \) and \( x_3 \). We see that
\[
(t_f - (k - 1) \tau) x_1'(k) = (t_f - (k - 1) \tau + \tau) x_1'(k - 1) - \tau x_2'(k - 1),
\]
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so we can write

\[ x'_2(k - 1) = \left( \frac{t_f}{\bar{\tau}} - k + 2 \right) x'_1(k - 1) - \left( \frac{t_f}{\bar{\tau}} - k + 1 \right) x'_1(k) \]

from which

\[
(t_f - k\bar{\tau}) x'_1(k + 1) = \left( t_f - k\bar{\tau} + \bar{\tau} \right) \left( 1 - \tau C_{v \rightarrow v} \right) \left( \frac{t_f}{\bar{\tau}} - k + 1 \right) x'_1(k) \\
- \bar{\tau} \left( 1 - \tau C_{v \rightarrow v} \right) \left( \frac{t_f}{\bar{\tau}} - k + 2 \right) x'_1(k - 1) - \tau^2 C_{\theta \rightarrow v} x'_3(k - 1) + \tau^2 C_{\theta \rightarrow v} \theta_0. \tag{4.18}
\]

Rearranging (4.18) we can also get

\[
k\bar{\tau} x'_1(k + 1) + (k - 2) \tau x'_1(k - 1) - 2(k - 1) \tau x'_1(k) = \\
t_f \left( x'_1(k - 1) - 2x'_1(k) + x'_1(k + 1) \right) + \\
C_{v \rightarrow v} \left( (k - 2) \tau^2 x'_1(k - 1) - (k - 1) \tau^2 x'_1(k) \right) + \\
t_f C_{v \rightarrow v} (\tau x'_1(k) - \tau x'_1(k - 1)) + \\
C_{\theta \rightarrow v} \tau^2 x'_3(k - 1) - C_{\theta \rightarrow v} \theta_0. \tag{4.19}
\]

We now derive a linear model for the second observable state, \( x_3 \), which depends only on the observable states. As before

\[ x'_4(k - 1) = \frac{x'_3(k) - x'_3(k - 1)}{\tau}, \]

so that

\[
x'_3(k + 1) = \tau^2 C_{v \rightarrow \theta} \left( \frac{t_f}{\bar{\tau}} - k + 2 \right) x'_1(k - 1) - \tau^2 C_{v \rightarrow \theta} \left( \frac{t_f}{\bar{\tau}} - k + 1 \right) x'_1(k) + (2 + \tau C_{\delta \rightarrow \theta}) x'_3(k) + \\
(\tau^2 C_{\theta \rightarrow \delta} - 1 - \tau C_{\delta \rightarrow \theta}) x'_3(k - 1) + \tau^2 C_{\delta \rightarrow \delta} u(k - 1) - \tau^2 C_{\delta \rightarrow \delta} e_0. \tag{4.20}
\]
Rearranging (4.20) we can also get
\[
x_3'(k+1) - 2x_3'(k) + x_3'(k-1) =
\]
\[
C_{\phi \to \phi} ((2-k) \tau^2 x_1'(k-1) - (k-1) \tau^2 x_1'(k)) +
\]
\[
t_f C_{\phi \to \phi} (\tau x_1'(k-1) - \tau x_1'(k)) +
\]
\[
C_{\theta \to \phi} \tau^2 x_3'(k-1) + C_{\theta \to \phi} (\tau x_3'(k) - \tau x_3'(k-1))
\]
\[
C_{\delta \to \phi} \tau^2 u(k-1) - C_{\delta \to \phi} \tau^2 e_0.
\] (4.21)

Finally, we derive a linear model for the fifth state from (4.17):
\[
(t_f - k \tau) z'(k) = C_w.
\] (4.22)

### 4.7 Implementation Details

Our model consists of 10 parameters. Looking at (4.19), (4.21) and (4.22) we see that to find the model parameters, \(a\), which minimize the cost function from (4.3) given the output values at \(N\) samples, we need to solve a problem of the form
\[
\min_a \| y - [a_1 a_2, a_1 a_3, a_1, \ldots, a_{10}] X \|_2^2
\]
where \(y \in \mathbb{R}^{1 \times (3N-2)}\), \(X \in \mathbb{R}^{10 \times (3N-2)}\). We refer to §4.9 where we detail how we solve this nonlinear minimization problem efficiently. To find the output values which minimize (4.3) given the model parameters, we use (4.18), (4.20) and (4.22), and the constraints on \(x_1 - x_3, x_3\) and \(z\) from §4.5 to generate a constrained quadratic programming formulation. We iterate these two steps, as described in §4.2, while adding more and more measurements as the simulation time advances. To initialize the process we set the output values to the center of each quantization range.

Since we estimate a discrete linear model, and we have constraints on the control input, we chose to use model predictive control (MPC) [40]. In order to use the MPC in the standard settings, we transform our LTV system to an LTI (linear time invariant) system by using the following state variables:

\[
\ddot{x}_k (k) = \begin{bmatrix} (t_f - (k-1) \tau) x_1 (k) \\
 x_3 (k) - p_0 \\
 (t_f - (k-2) \tau) x_1 (k-1) \\
 x_3 (k-1) - p_0 \end{bmatrix}.
\]
The transformed state variable follows \( \tilde{x}_{k+1} = \tilde{A}\tilde{x}_k + \tilde{B}(u - \tilde{e}_0) \) \( \forall k \) for some constant matrices \( \tilde{A} \) and \( \tilde{B} \). We use \( H \) to denote the control horizon we use in the MPC. In order to satisfy conditions A1–A4 in [40, §3.3], which ensure closed-loop asymptotic stability in the non-adaptive case, we use the terminal constraint \( \tilde{x}_{k+H} = 0 \) and \( u_{k+H} = \tilde{e}_0 \). We use a quadratic cost where we only penalize the change in the control action: \( \sum_{i=k+1}^{k+H} (u(i) - u(i-1))^2 \).

### 4.8 Simulation

We used a Cessna 172 model for our simulation. The numerical values we used are listed in §4.10. We positioned the airplane 250 m from the runway on the desired 1:9 ratio glide slope. The initial velocity was set to 36 m/s (~70 knots) true air speed, moving parallel to the ground, no flaps configuration. The pitch and pitch rate were initialized to zero. Wind was set to 5 m/s headwind, ISA atmospheric conditions \( (\rho = 1.2250 \text{ kg/m}^3) \). The airplane weight was set to 2405 lb. The camera’s field of view was 32° (horizontal) by 24° (vertical), its resolution was 640 by 480, and it took 50 frames per seconds (fps). The width of the runway was 20 m and \( \phi_e \) was associated with a point on the runway that was distanced 200 m from the beginning of the runway. The simulation time constant (the time interval between each update of the dynamics) was 0.01 s. We started the simulation using an open-loop control consisting of several step functions. After 2 seconds we started running the estimator, and for every new measurement received we ran two iterations of the estimator. After 3 seconds we closed the loop by engaging the model predictive controller. The control input was limited to ±12°. The control horizon was set to \( H = 150 \) (or 3 s). Once the field of view was too small to cover the whole width of the runway where it begins, the controller was disengaged and the elevator deflection remained constant. We did not simulate ground effect.

We show here two runs of our simulation. In the first run we used the approximated dynamics which we derived in §4.4.2. The reason is that this way we know exactly to which model parameters the estimator should converge. In the second run we used the true airplane dynamics from §4.4.1. In the first run, in addition to the quantized estimator from §4.2, we also used a basic estimator for comparison. The basic estimator does not take into account the special characteristics of quantized measurements, and attempts to fit a model to measurements which are the center of each quantization range. Essentially the basic estimator minimizes the same cost function from (4.3) but only over the model parameters.

The simulation output is shown in Figures 4.1, 4.2, and 4.3. As predicted by Theorem 4.3.1, the estimated parameters for the quantized estimator do converge. Note that while the theorem only predicts convergence to a set, in the simulation the estimated parameters actually converge to a point corresponding to the true
Figure 4.1: Comparison between the quantized estimator and the basic estimator using simulated linearized airplane dynamics. The first row of figures shows some of the estimates of the quantized estimator. The second row of figures shows the same estimates of the basic estimator. The x-axis in all the figures represents time (seconds). The horizontal dotted black lines in both sets of figures represent the true model parameters. Note the estimation error of the basic estimator compared to the quantized estimator especially in the estimation of $C_{v \rightarrow v}$ and of $C_{\theta \rightarrow v}$. The vertical dotted black lines in all the figures represent the time when the model predictive controller was engaged.
Figure 4.2: Simulation of true airplane dynamics using the quantized estimator. The four figures show the six degrees of freedom state of the airplane and the control input. The slanted dotted black line in the top figure indicates the desired glide slope. The vertical dotted black lines in all the figures represent the time when the model predictive controller was engaged.
Figure 4.3: Simulation of true airplane dynamics using the basic estimator. The four figures show the six degrees of freedom state of the airplane and the control input. The slanted dotted black line in the top figure indicates the desired glide slope. The vertical dotted black lines in all the figures represent the time when the model predictive controller was engaged. Note the inability of the controller to converge to the gliding slope (compare to Figure 4.2).
value of the parameters. This gives hope that the results of Theorem 4.3.1 can be strengthened. The simulation also shows significant improvement in the estimation error between the basic estimator and the quantized estimator. Finally, the simulation shows that with the quantized estimator we were able to stabilize the system, whereas with the basic estimator the system failed to stabilize.

### 4.9 Nonlinear Minimization to Find the Model Parameters

Consider the following minimization problem:

\[
\min_a \| y - [a_1 \cdot a_2, a_1 \cdot a_3, a_1, \ldots, a_k] X \|_2^2
\]

where \( y \in \mathbb{R}^{1 \times N} \) and \( X \in \mathbb{R}^{(k+2) \times N} \). Taking the derivative with respect to each \( a_i \) and equating to zero,

\[
\begin{align*}
a_2 v^T Q_1 + a_3 v^T Q_2 + v^T Q_3 - a_2 r_1 - a_3 r_2 - r_3 &= 0 \\
a_1 v^T Q_1 + v^T Q_4 - a_1 r_1 - r_4 &= 0 \\
a_1 v^T Q_2 + v^T Q_5 - a_1 r_2 - r_5 &= 0 \\
v^T Q_6 - r_6 &= 0 \\
&\vdots \\
v^T Q_{k+2} - r_{k+2} &= 0
\end{align*}
\]

where \( v^T = [a_1 a_2, a_1 a_3, a_1, \ldots, a_k] \), \( Q = XX^T \) and \( r = X y^T \). The important thing to note is that whereas the original minimization problem involves \((k+3)N\) constants, the root finding problem above involves only \((k+3)(k+2)\) constants. To solve this root finding problem, which is still nonlinear, we derived its Jacobian and then used MATLAB’s general purpose nonlinear solver. The Jacobian of the LHS of the above set of equations is

\[
\begin{bmatrix}
J_{11} & J_{12} & J_{13} & [a_2, a_3, 1] Q_{1,3,6:k+2} \\
J_{21} & J_{22} & J_{23} & [a_1, 1] Q_{1,4,6:k+2} \\
J_{31} & J_{32} & J_{33} & [a_1, 1] Q_{1,5,6:k+2} \\
a_2 Q_{61} + a_3 Q_{62} + Q_{63} & a_1 Q_{61} + Q_{64} & a_1 Q_{62} + Q_{65} & Q_{6,6:k-2} \\
& \vdots & \vdots & \vdots \\
a_2 Q_{(k+2)1} + a_3 Q_{(k+2)2} + Q_{(k+2)3} & a_1 Q_{(k+2)1} + Q_{(k+2)4} & a_1 Q_{(k+2)2} + Q_{(k+2)5} & Q_{(k+2),6:k-2}
\end{bmatrix}
\]
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where

\[ J_{11} = a_2 (a_2 Q_{11} + a_3 Q_{12} + Q_{13}) + a_3 (a_2 Q_{21} + a_3 Q_{22} + Q_{23}) + a_2 Q_{31} + a_3 Q_{32} + Q_{33} \]

\[ J_{12} = v^T Q_1 + a_2 (a_1 Q_{11} + Q_{14}) + a_3 (a_1 Q_{21} + Q_{24}) + a_1 Q_{31} + Q_{34} - r_1 \]

\[ J_{13} = a_2 (a_1 Q_{12} + Q_{15}) + v^T Q_2 + a_3 (a_1 Q_{22} + Q_{25}) + a_1 Q_{32} + Q_{35} - r_2 \]

\[ J_{21} = v^T Q_1 + a_1 (a_2 Q_{11} + a_3 Q_{12} + Q_{13}) + (a_2 Q_{41} + a_3 Q_{42} + Q_{43}) - r_1 \]

\[ J_{22} = a_1 (a_1 Q_{11} + Q_{14}) + a_1 Q_{41} + Q_{44} \]

\[ J_{23} = a_1 (a_1 Q_{12} + Q_{15}) + a_1 Q_{42} + Q_{45} \]

\[ J_{31} = v^T Q_2 + a_1 (a_2 Q_{21} + a_3 Q_{22} + Q_{23}) + (a_2 Q_{51} + a_3 Q_{52} + Q_{53}) - r_2 \]

\[ J_{32} = a_1 (a_1 Q_{21} + Q_{24}) + a_1 Q_{51} + Q_{54} \]

\[ J_{33} = a_1 (a_1 Q_{22} + Q_{25}) + a_1 Q_{52} + Q_{55} \]
4.10 Aerodynamic Constants of Cessna 172

All the numerical values listed in Tables 4.1–4.4 were taken from [56], which lists several dynamical models to be used with the FlightGear Flight Simulator [16].

Table 4.1: Aerodynamic constants of Cessna 172

<table>
<thead>
<tr>
<th>Constant Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{L_s}$</td>
<td>3.9</td>
<td>s/[rad]</td>
</tr>
<tr>
<td>$C_{L_{de}}$</td>
<td>0.43</td>
<td>[rad]</td>
</tr>
<tr>
<td>$C_{D_{de}}$</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$C_{m_{a}}$</td>
<td>-5.2</td>
<td>s/[rad]</td>
</tr>
<tr>
<td>$C_{m_{q}}$</td>
<td>-12.4</td>
<td>s/[rad]</td>
</tr>
<tr>
<td>$C_{m_{\delta_e}}$</td>
<td>-1.28</td>
<td>[rad]</td>
</tr>
<tr>
<td>$\bar{c}$</td>
<td>1.4935</td>
<td>m</td>
</tr>
<tr>
<td>$S$</td>
<td>16.1651</td>
<td>m$^2$</td>
</tr>
<tr>
<td>$D_{cg}$</td>
<td>$[0, -0.4572]^T$</td>
<td>m</td>
</tr>
<tr>
<td>$I_{yy}$</td>
<td>1825</td>
<td>kg-m$^2$</td>
</tr>
</tbody>
</table>

Table 4.2: Lift coefficient, $C_{L_{\alpha}}$, as a function of angle of attack, $\alpha$, obtained from [56]

<table>
<thead>
<tr>
<th>Angle of attack (degrees)</th>
<th>Lift coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>-167.9998199</td>
<td>0.3</td>
</tr>
<tr>
<td>-149.9997778</td>
<td>0.15</td>
</tr>
<tr>
<td>-119.9997077</td>
<td>0.1</td>
</tr>
<tr>
<td>-89.9996375</td>
<td>0.</td>
</tr>
<tr>
<td>-3.999818368</td>
<td>-0.153</td>
</tr>
<tr>
<td>-2.999434058</td>
<td>-0.076</td>
</tr>
<tr>
<td>-1.999622705</td>
<td>0.001</td>
</tr>
<tr>
<td>-0.999811353</td>
<td>0.078</td>
</tr>
<tr>
<td>0.</td>
<td>0.155</td>
</tr>
<tr>
<td>0.999811353</td>
<td>0.232</td>
</tr>
<tr>
<td>2.000195663</td>
<td>0.309</td>
</tr>
<tr>
<td>3.000007015</td>
<td>0.386</td>
</tr>
<tr>
<td>3.999818368</td>
<td>0.463</td>
</tr>
<tr>
<td>5.000202678</td>
<td>0.54</td>
</tr>
<tr>
<td>6.000014031</td>
<td>0.617</td>
</tr>
<tr>
<td>6.999825383</td>
<td>0.694</td>
</tr>
<tr>
<td>8.000209693</td>
<td>0.771</td>
</tr>
<tr>
<td>9.000021046</td>
<td>0.848</td>
</tr>
<tr>
<td>9.999832398</td>
<td>0.925</td>
</tr>
<tr>
<td>11.00021671</td>
<td>1.002</td>
</tr>
<tr>
<td>12.0002806</td>
<td>1.079</td>
</tr>
<tr>
<td>12.99983941</td>
<td>1.156</td>
</tr>
<tr>
<td>14.0002372</td>
<td>1.233</td>
</tr>
<tr>
<td>15.00003508</td>
<td>1.28</td>
</tr>
<tr>
<td>15.99984643</td>
<td>1.3</td>
</tr>
<tr>
<td>17.00023074</td>
<td>1.3</td>
</tr>
<tr>
<td>18.0004209</td>
<td>1.23</td>
</tr>
<tr>
<td>18.99985344</td>
<td>0.9</td>
</tr>
<tr>
<td>20.00023775</td>
<td>0.6</td>
</tr>
<tr>
<td>21.0004911</td>
<td>0.575</td>
</tr>
<tr>
<td>21.99986046</td>
<td>0.55</td>
</tr>
<tr>
<td>30.00007015</td>
<td>0.3</td>
</tr>
<tr>
<td>60.00014031</td>
<td>0.2</td>
</tr>
<tr>
<td>90.00021046</td>
<td>0.</td>
</tr>
<tr>
<td>119.9997077</td>
<td>-0.1</td>
</tr>
<tr>
<td>149.9997778</td>
<td>-0.15</td>
</tr>
<tr>
<td>175.0002182</td>
<td>-0.3</td>
</tr>
<tr>
<td>179.999848</td>
<td>-0.1</td>
</tr>
</tbody>
</table>
Table 4.3: Drag coefficient, $C_{\alpha}$, as a function of angle of attack, $\alpha$, obtained from [56]

<table>
<thead>
<tr>
<th>Angle of attack (degrees)</th>
<th>Drag coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>-179.999848</td>
<td>0.15</td>
</tr>
<tr>
<td>-167.9998199</td>
<td>0.2</td>
</tr>
<tr>
<td>-149.9997778</td>
<td>0.4</td>
</tr>
<tr>
<td>-119.9997077</td>
<td>0.65</td>
</tr>
<tr>
<td>-89.9996375</td>
<td>1.</td>
</tr>
<tr>
<td>-59.99956735</td>
<td>0.65</td>
</tr>
<tr>
<td>-29.9994972</td>
<td>0.4</td>
</tr>
<tr>
<td>-14.99946212</td>
<td>0.08</td>
</tr>
<tr>
<td>-5.99941073</td>
<td>0.035</td>
</tr>
<tr>
<td>-4.99962972</td>
<td>0.033</td>
</tr>
<tr>
<td>-3.999818368</td>
<td>0.031</td>
</tr>
<tr>
<td>-2.999434058</td>
<td>0.03</td>
</tr>
<tr>
<td>-1.999627205</td>
<td>0.03</td>
</tr>
<tr>
<td>-0.999811353</td>
<td>0.031</td>
</tr>
<tr>
<td>0.</td>
<td>0.033</td>
</tr>
<tr>
<td>0.999811353</td>
<td>0.035</td>
</tr>
<tr>
<td>2.000195663</td>
<td>0.038</td>
</tr>
<tr>
<td>3.000007015</td>
<td>0.042</td>
</tr>
<tr>
<td>3.999818368</td>
<td>0.046</td>
</tr>
<tr>
<td>5.000202678</td>
<td>0.051</td>
</tr>
<tr>
<td>6.000014031</td>
<td>0.056</td>
</tr>
<tr>
<td>8.000029693</td>
<td>0.069</td>
</tr>
<tr>
<td>9.000021046</td>
<td>0.076</td>
</tr>
<tr>
<td>9.99832398</td>
<td>0.084</td>
</tr>
<tr>
<td>11.00021671</td>
<td>0.093</td>
</tr>
<tr>
<td>12.00098286</td>
<td>0.102</td>
</tr>
<tr>
<td>12.99893941</td>
<td>0.112</td>
</tr>
<tr>
<td>14.00022372</td>
<td>0.115</td>
</tr>
<tr>
<td>15.00003508</td>
<td>0.12</td>
</tr>
<tr>
<td>15.99984643</td>
<td>0.13</td>
</tr>
<tr>
<td>17.00023074</td>
<td>0.138</td>
</tr>
<tr>
<td>18.00004209</td>
<td>0.145</td>
</tr>
<tr>
<td>18.9985344</td>
<td>0.15</td>
</tr>
<tr>
<td>20.00023775</td>
<td>0.165</td>
</tr>
<tr>
<td>21.0004911</td>
<td>0.175</td>
</tr>
<tr>
<td>21.9986046</td>
<td>0.35</td>
</tr>
<tr>
<td>30.0007015</td>
<td>0.65</td>
</tr>
<tr>
<td>60.00014031</td>
<td>1.</td>
</tr>
<tr>
<td>90.00021046</td>
<td>0.65</td>
</tr>
<tr>
<td>119.9997077</td>
<td>0.4</td>
</tr>
<tr>
<td>149.9977778</td>
<td>0.2</td>
</tr>
<tr>
<td>175.0002182</td>
<td>0.15</td>
</tr>
<tr>
<td>179.999848</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Table 4.4: Pitch moment coefficient, $C_{\alpha}$, as a function of angle of attack, $\alpha$, obtained from [56]

<table>
<thead>
<tr>
<th>Angle of attack (degrees)</th>
<th>Pitch moment coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>-179.999848</td>
<td>0.</td>
</tr>
<tr>
<td>-160.0001832</td>
<td>0.37</td>
</tr>
<tr>
<td>-139.999454</td>
<td>0.59</td>
</tr>
<tr>
<td>-119.997077</td>
<td>0.73</td>
</tr>
<tr>
<td>-100.0000429</td>
<td>0.79</td>
</tr>
<tr>
<td>-90.00021046</td>
<td>0.8</td>
</tr>
<tr>
<td>-79.9998051</td>
<td>0.7863</td>
</tr>
<tr>
<td>-60.00014031</td>
<td>0.72469</td>
</tr>
<tr>
<td>-40.00001714</td>
<td>0.60145</td>
</tr>
<tr>
<td>-20.00000857</td>
<td>0.3892</td>
</tr>
<tr>
<td>-10.00000429</td>
<td>0.115334</td>
</tr>
<tr>
<td>4.99973495</td>
<td>0.037667</td>
</tr>
<tr>
<td>10.00000429</td>
<td>0.04</td>
</tr>
<tr>
<td>14.9816947</td>
<td>-0.195334</td>
</tr>
<tr>
<td>16.0001832</td>
<td>-0.273001</td>
</tr>
<tr>
<td>17.0000156</td>
<td>-0.29</td>
</tr>
<tr>
<td>19.0002533</td>
<td>-0.315</td>
</tr>
<tr>
<td>20.00000857</td>
<td>-0.375</td>
</tr>
<tr>
<td>20.99999181</td>
<td>-0.405</td>
</tr>
<tr>
<td>21.9997505</td>
<td>-0.42</td>
</tr>
<tr>
<td>23.9999883</td>
<td>-0.42</td>
</tr>
<tr>
<td>27.00000584</td>
<td>-0.39</td>
</tr>
<tr>
<td>30.00001286</td>
<td>-0.215</td>
</tr>
<tr>
<td>34.99998635</td>
<td>-0.01</td>
</tr>
<tr>
<td>36.0002689</td>
<td>0.015</td>
</tr>
<tr>
<td>38.99997661</td>
<td>0.065</td>
</tr>
<tr>
<td>41.00000038</td>
<td>0.085</td>
</tr>
<tr>
<td>44.99999064</td>
<td>0.06</td>
</tr>
<tr>
<td>48.99998089</td>
<td>0.005</td>
</tr>
<tr>
<td>54.99999492</td>
<td>-0.15</td>
</tr>
<tr>
<td>69.9999727</td>
<td>-0.595</td>
</tr>
<tr>
<td>75.00017538</td>
<td>-0.72</td>
</tr>
<tr>
<td>79.9998051</td>
<td>-0.815</td>
</tr>
<tr>
<td>85.00000778</td>
<td>-0.875</td>
</tr>
<tr>
<td>90.00021046</td>
<td>-0.9</td>
</tr>
<tr>
<td>100.0000429</td>
<td>-0.89</td>
</tr>
<tr>
<td>119.9997077</td>
<td>-0.8</td>
</tr>
<tr>
<td>139.9999454</td>
<td>-0.64</td>
</tr>
<tr>
<td>160.0001832</td>
<td>-0.36</td>
</tr>
<tr>
<td>179.999848</td>
<td>0.</td>
</tr>
</tbody>
</table>
Chapter 5

Additional Results

This chapter consists of miscellaneous results which were obtained as part of the investigations reported in the previous chapters, but which have not reached sufficient maturity to be included in those chapters or as separate chapters.

5.1 Control Input Generation for Quantized Measurements

Most works on quantization make a separation between estimating the state and setting the control input. The prevailing approach is to select a control law as a function of the state estimate that makes the closed-loop system stable to estimation error, and then use the quantized measurements to minimize the estimation error. With quantized measurements, our true estimate of the state is a region, not a point, in the state space. Choosing the center point of that region and applying the control law using that point as a state estimate may not be optimal in terms of the control objective we seek to achieve. The question we try to answer here is as follows. Given a discrete linear system with an associated quadratic infinite horizon cost function, and given a region in the state space known to contain the state of the system, what is the control input that is guaranteed to decrease the cost function the most in the worst case?

More precisely, we formulate the following problem: Consider the discrete control system,

\[ x(k+1) = Ax(k) + Bu(k) \]  

(5.1)

with state \( x(k) \in \mathbb{R}^n \) and control input \( u(k) \in \mathbb{R}^m \). Assume we want to minimize the quadratic infinite horizon cost,

\[ \sum_{k=0}^{\infty} x(k)^T Q x(k) + u(k)^T R u(k) \]  

(5.2)

where \( Q \) and \( R \) are positive definite matrices. Solving the discrete-time algebraic Riccati equation associated
with this optimal control problem, we can find a positive definite matrix $P$ such that

$$\min_{u(k) \in \mathbb{R}^m} \sum_{k=0}^{\infty} x(k)^T Q x(k) + u(k)^T R u(k) = x(0)^T P x(0).$$

(5.3)

We define $V(x) = x^T P x$, which is a Lyapunov function for this system. Define $[n] = \{1, \ldots, n\}$. Assume at every time step we are given $x(k), \bar{x}(k)$ such that

$$x_i(k) \leq x_i(k) \leq \bar{x}_i(k), \quad \forall i \in [n].$$

(5.4)

We will use the notation $X_k$ to denote the set of all $x_k$ that satisfy (5.4). From (5.3), the optimal $u$ at time step $k$ is $u(k) = \arg \min_{u \in \mathbb{R}^m} V(Ax(k) + Bu) - V(x(k)) + u^T R u$. However, since we do not know what $x(k)$ is exactly, we want to solve for

$$u_k = \arg \min_u \max_{x \in X_k} V(Ax + Bu) - V(x) + u^T R u.$$ 

(5.5)

Note that

$$\max_{x \in X_k} V(Ax + Bu) - V(x)$$

(5.6)

is not a convex optimization problem. However, we can use the algorithm described in §5.1.1 to solve it efficiently. Once we can solve (5.6), we can use nonlinear solvers to solve the unconstrained minimization problem (5.5) that will provide us with a local minimum. In §5.1.2 we will demonstrate the benefits of this approach through a simulation.

### 5.1.1 Solving for the Worst State

For fixed $u$ we can write $V(Ax + Bu) - V(x)$ as

$$Q(x; M, v) = x^T M x + c^T x$$

(5.7)

where $M$ is symmetric but not necessarily definite.

**Lemma 5.1.1.** $\sup_{x \in \text{int}(X)} Q(x; M, c) > \max_{X \setminus \text{int}(X)} Q(x; M, c)$ if and only if $M$ is negative definite and $-M^{-1} c \in \text{int}(X)$.

**Proof:** If $M$ is negative definite, then $Q(x; M, c)$ is strictly concave and thus it has a unique maximizer in $\mathbb{R}^n$. Differentiating $Q(x; M, c)$ reveals that this maximizer is $-M^{-1} v$. If indeed $-M^{-1} v \in \text{int}(X)$,
then \( \sup_{x \in \text{int}(X)} Q(x; M, c) = Q(-M^{-1}v; M, c) > \max_{X \setminus \text{int}(X)} Q(x; M, c) \). If \(-M^{-1}v \not\in \text{int}(X)\), choose an arbitrary point \( x \in \text{int}(X) \). Because of concavity, \( \forall \varepsilon \in (0, 1] \) the point \( y(x, \varepsilon) \doteq (1 - \varepsilon)x + \varepsilon(-M^{-1}v) \) satisfies \( Q(y; M, c) < Q(x; M, c) \). And for every \( x \in \text{int}(X) \) we can find \( \varepsilon_x \in (0, 1] \) such that \( y(x, \varepsilon_x) \in X \setminus \text{int}(X) \). This implies that \( \sup_{x \in \text{int}(X)} Q(x; M, c) \leq \max_{X \setminus \text{int}(X)} Q(x; M, c) \).

Now assume \( M \) is not negative definite. Then there exists \( v \in \mathbb{R}^n \setminus 0 \) such that \( v^T Mv \geq 0 \). Writing for some \( x \in \mathbb{R}^n \)

\[
(x + \varepsilon v)^T M(x + \varepsilon v) + c^T (x + \varepsilon v) = x^T Mx + c^T x + \varepsilon^2 v^T Mv + \varepsilon (2xM + c^T) v, \quad (5.8)
\]

we can see that by changing the sign of \( v \) if necessary to make \((2xM + c^T)v \geq 0\), we can have \( Q(x; M, c) \leq Q(x + \varepsilon v; M, c), \forall \varepsilon \geq 0 \). This again means that for every point \( x \in \text{int}(X) \) we can find a point \( y \in X \setminus \text{int}(X) \) such that \( Q(x; M, c) \leq Q(y; M, c) \), and conclude that \( \sup_{x \in \text{int}(X)} Q(x; M, c) \leq \max_{X \setminus \text{int}(X)} Q(x; M, c) \).

By Lemma 5.1.1, if \( M \) is not negative definite, or \(-M^{-1}c \not\in \text{int}(X)\), then we only need to look at the boundaries of \( X \) for the point that maximizes \( Q(x; M, c) \) over \( X \). We can then use the recursive algorithm below to find this point.

We use the notation \( I_{n \setminus [n] \setminus i}, i \in [n] \), to denote an \( n \) by \( n - 1 \) matrix which contains all the columns of the \( n \) by \( n \) identity matrix except for the \( i \)’th column.

---

**Algorithm 6**

**Require:** \( n, M \in \mathbb{R}^{n \times n}, c \in \mathbb{R}, \bar{x} \in \mathbb{R}^n, \bar{\pi} \in \mathbb{R}^n \)

if \( M \) is negative definite and \( \bar{x} \leq -M^{-1}c \leq \bar{\pi} \) then

set \( x = -M^{-1}c \)

else

set \( x = (\bar{x} + \bar{\pi})/2 \)

for \( i = 1, \ldots, n \) do

set \( H = I_{n \setminus [n] \setminus i} \)

set \( x' = 0 \in \mathbb{R}^n \)

set \( x'' = x_i \)

for \( j = 1, 2 \) do

if \( n \geq 1 \) then

use Algorithm 6 to find \( x'' = \arg \max_{x' \leq x \leq \bar{\pi}, x \neq \bar{\pi}} Q(x; H^TMH, H^T M x + H^T c) \in \mathbb{R}^{n-1} \)

end if

if \( Q(x' + Hx''; M, c) > Q(x; M, c) \) then

set \( x = x' + Hx'' \)

end if

set \( x_i' = x_i \)

end for

end for

end if

**Ensure:** \( x = \arg \max_{x' \leq x \leq \bar{\pi}} x^T M x + c^T x \)
Figure 5.1: Results of the simulations described in §5.1.2. The horizontal and vertical dotted lines depict the boundaries of the quantization regions. The elliptical lines correspond to level sets of the Lyapunov function. All the quantization regions where the Lyapunov function is not guaranteed to decrease are marked with ×. Finally, two sample trajectories, starting from [−5, 5] and [5, 5], are plotted by dotted lines.

5.1.2 Simulation

We simulated a control system where the state evolves according to (5.1) and $A = \begin{bmatrix} 0.71 & -1.14 \\ -0.05 & 1.75 \end{bmatrix}$, $B = [0, 1]^T$. We set the quantization such that the lower bound is $\underline{x}_i(k) = 2 \max \{ z \in \mathbb{Z} | 2z \leq x_i(k) \}$ and the upper bound is $\bar{x}_i(k) = 2 \min \{ z \in \mathbb{Z} | 2z > x_i(k) \}$. We considered the cost function (5.2) where $Q = I_2$, $R = 0.001$. We ran two simulations. In the first simulation we set the control input to $u(k) = -(R + B^T PB)^{-1} B^T PA \hat{x}(k)$ where $\hat{x}(k) = (\underline{x}(k) + \bar{x}(k)) / 2$. This is the solution to (5.5) if $X(k) = \{ \hat{x}(k) \}$. In the second simulation we set the control input to the solution of (5.5) when $X_k$ is the set of all $x_k$ that satisfy (5.4). The results are displayed in Figure 5.1.

In both simulations each quantization region is associated with a fixed control input. We marked every quantization region where the Lyapunov function is not strictly decreasing for every state in that quantization region using the corresponding control input. Using standard Lyapunov analysis, it is easy to prove that the system converges to within the smallest level set of the Lyapunov function encompassing all the marked quantization regions. Since there are fewer marked quantization regions in the second simulation, with our approach of setting the control input we can prove convergence to a smaller set.

5.1.3 Discussion

In this work we assume to have a Lyapunov function represented by the matrix $P$, and we look for an appropriate control input for every quantization region. In some sense this is complimentary to [24], where one assumes the control inputs are given and then looks for an appropriate $P$ matrix using a randomized
algorithm. It would be interesting to explore whether the results here can be used to derive a deterministic algorithm for the problem that was posed in [24]. The Lyapunov function resulting from the algorithm in [24] is only guaranteed to decrease at the set of points that are randomly sampled by the algorithm. Extending the approach presented here may allow to guarantee the decrease of the Lyapunov function over the whole set from which quadratic stability can be established. A more long-term research project would be to simultaneously find a Lyapunov function and the control inputs that will minimize the region into which all trajectories of the closed-loop system converge.

5.2 Stability Analysis for Disturbed Systems with Deterministic and Stochastic Information

In this section we want to predict the behavior of a disturbed control system using either deterministic or probabilistic information on the disturbance. In particular we consider the discrete system

\[ x(k+1) = Ax(k) + Bw(k) \]  

where \( x \) is the state, \( w \) is the disturbance, and \( \bar{A} \) is Schur. The motivation for studying this system in the context of limited information feedback is as follows. Assume we have the following control system:

\[ x(k+1) = A_d x(k) + B_d u(k), \]

with \( u(k) \) chosen to be \( K \hat{x}(k) \) for some \( K \) such that \( A_d + B_d K \) is Schur. Then denoting the estimation error as \( \hat{x}(k) = \tilde{x}(k) - x(k) \), the control system can be rewritten as

\[ x(k+1) = A_d x(k) + B_d K \hat{x}(k) = (A_d + B_d K) x(k) + B_d K \hat{x}(k) \equiv \bar{A} x(k) + \bar{B} \tilde{x}(k), \]

which corresponds to (5.9). In the next subsection we provide a deterministic analysis for reference, but remark that the results in this subsection are not new. In the subsection after that, we provide a probabilistic analysis that we believe to be novel.

5.2.1 Deterministic Analysis

We assume here that a deterministic bound on the disturbance, \( w \), is given. Because we assume \( \bar{A} \) is stable (Schur), for every positive definite \( Q \) there exists \( P \) such that \( \bar{A}^T P \bar{A} - P = -Q \). Since \( w \) is bounded, we
can derive
\[ \alpha = 1 - \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)}, \quad \beta = 2 \frac{\max \left\{ \| \hat{A}^T \hat{B} \bar{w} (k) \|_2 \right\}}{\sqrt{\lambda_{\min}(P)}}, \quad \gamma = \max \left\{ \| \bar{w} (k)^T \hat{B}^T \hat{B} \bar{w} (k) \|_2 \right\}. \]

Proposition 5.2.1. With the parameters defined above, if \( \| x(t_0) \|_2 \leq c \) for some \( c \in \mathbb{R}_+^n \) and \( t_0 \in \mathbb{R} \), then \( \forall k \geq T, \| x(k) \|_2 \leq d \) where
\[ d = \frac{1}{\sqrt{\lambda_{\min}(P)}} \left( \frac{\beta + \sqrt{\beta^2 + \gamma (\delta - \alpha)}}{(\delta - \alpha)} \right) \]
and
\[ T = t_0 + \frac{1}{\log(\delta)} \log \left( \frac{1}{\lambda_{\max}(P)c^2} \left( \frac{\beta + \sqrt{\beta^2 + \gamma (\delta - \alpha)}}{(\delta - \alpha)} \right)^2 \right). \]

Proof: The proof follows standard Lyapunov analysis. Define \( V(k) = x(k)^T P x(k) \). Then,
\[ V(k+1) = V(k) + x(k)^T (\hat{A}^T \hat{B} \bar{A} - P) x(k) + 2x(k)^T \hat{A}^T \hat{B} \bar{x}(k) + \bar{x}(k)^T \hat{B}^T \hat{B} \bar{x}(k) \] (5.10)
from which we can write
\[ V(k+1) \leq \alpha V(k) + \beta \sqrt{V(k)} + \gamma. \]

For all \( \delta \in (\alpha, 1) \) we get that
\[ V(k) \geq \left( \frac{\beta + \sqrt{\beta^2 + \gamma (\delta - \alpha)}}{(\delta - \alpha)} \right)^2 \Rightarrow V(k+1) \leq \delta V(k) \]
so we can write
\[ V(k) \leq \max \left\{ \delta^k V(0), \left( \frac{\beta + \sqrt{\beta^2 + \gamma (\delta - \alpha)}}{(\delta - \alpha)} \right)^2 \right\}. \] (5.11)
The rest of the proof follows easily.

Since (5.11) is true for all \( \delta \in (\alpha, 1) \), in particular for \( \delta \to 1 \) we get
\[ \lim_{k \to \infty} V(k) = \left( \frac{\beta + \sqrt{\beta^2 + \gamma (1 - \alpha)}}{(1 - \alpha)} \right)^2. \] (5.12)

We note that the approach presented in the proof of Proposition 5.2.1 is not the only approach available in the literature for predicting the limit to which the norm of the state converges. Following [26, Example 2.4], we can also write for (5.9):
\[ \| x(k) \| \leq \beta (\| x(0) \|, k) + \gamma (\| w \|), \quad \beta (r, k) \doteq c \sigma^k r, \quad \gamma (r) \doteq \frac{c \| B \| r}{1 - \sigma} \] (5.13)
where \( c > 0 \) and \( 0 \leq \sigma < 1 \) are constants such that \( \|A^k\| \leq c\sigma^k \forall k \in \mathbb{N} \).

### 5.2.2 Probabilistic Analysis

In the previous subsection we assumed a deterministic bound on the disturbance. In this subsection we assume the disturbance has zero mean, and we know its covariance, \( \Lambda = \mathbb{E}ww^T \). Note that this does not imply that we assume that the disturbance follows a Gaussian distribution. We further assume that the disturbance at each time step is uncorrelated with the state at previous and current time steps, as well as with the disturbances at previous time steps.

Again, we define a Lyapunov function \( V(k) = x(k)^T P x(k) \) such that \( \dot{A}^T P \dot{A} - P = -Q \) where both \( P \) and \( Q \) are positive definite. We can now evaluate the expected change in the Lyapunov function:

\[
E (V(k+1) | V(k)) \leq \sup_{x \in \mathbb{R}^n : x^T P x \leq V(k)} x(k)^T (\dot{A}^T P \dot{A} - P) x(k) + \mathbb{E} w(k)^T \dot{B}^T P \dot{B} w(k)
\]

\[
= - \sup_{x \in \mathbb{R}^n : x^T P x \leq V(k)} x(k)^T Q x(k) + V(k) + \text{trace} (\Lambda \dot{B}^T P \dot{B}) . \tag{5.14}
\]

Note the disappearance of the cross terms involving \( x \) and \( w \), which did appear in (5.10), due to the assumption that these two random variables are uncorrelated with each other. From this we can write

\[
E (V(k+1) | V(k)) \leq \alpha V(k) + \beta \tag{5.15}
\]

where

\[
\alpha = \left( 1 - \frac{\lambda_{\min} (Q)}{\lambda_{\max} (P)} \right), \quad \beta = \text{trace} (\Lambda \dot{B}^T P \dot{B}) .
\]

We can then get that

\[
\lim_{k \to \infty} E V(k) \leq \frac{\beta}{1 - \alpha} . \tag{5.16}
\]

The preceding analysis follows similar lines as the analysis appearing in [20, 30], with necessary modifications for discrete systems. Because we are using a stochastic analysis, in addition to evaluating the expected value of the Lyapunov function, we also need to estimate or bound the probability of deviating substantially from the expected value. In the cited literature, this probability was bounded using Chebyshev’s inequality, utilizing the fact that the Lyapunov function is nonnegative. The disadvantage of using Chebyshev’s inequality is that it assumes a worst-case probability distribution given the expected value. In the following discussion, we will try to better bound the probability of deviating from the expected value using a more realistic probability distribution. In addition, we will also try to bound the probability that the supremum
of the Lyapunov function over several time steps deviates from its expected value. This is in contrast with
existing literature which only considers one time step.

**Theorem 5.2.1.** Given a Lyapunov function $V(k) = \mathbf{x}(k)^T P \mathbf{x}(k)$ such that $\bar{A}^T \bar{P} \bar{A} - \bar{P} = -Q$, its expected value evolves according to (5.15). In addition, given the value of the Lyapunov function at $k_0$, and given $\gamma > 0$, $k_2 > k_1 > k_0$ and $\theta \geq 0$, the probability

$$\text{Prob}\{\exists k \in \{k_1, \ldots, k_2\} | V(k) > \theta\}$$

(5.17)
can be evaluated numerically using the algorithm below.

Currently we will proceed assuming the following conjecture is correct:

**Conjecture 5.2.2.** Assume $V(k)$ evolves according to (5.15), and define the random process $y(k)$, $k > k_0$, to evolve according to

$$y(k) | y(k-1) \sim \mathcal{N}(\sqrt{\alpha}y(k-1), \beta)$$

(5.18)

$$y(k_0) \sim \mathcal{N}(0, V(k_0)).$$

Then $\text{Prob}\{\exists k \in \{k_1, \ldots, k_2\} | V(k) > \theta\} \leq \text{Prob}\{\exists k \in \{k_1, \ldots, k_2\} | z(k) > \theta\}$ where $z(k) = y^2(k)$.

Note that if the state $x$ has single dimension ($n = 1$), the disturbance $w$ is Gaussian, and $P = 1$, then $V$ evolves exactly as $z$.

**Proof of Theorem 5.2.1 (based on Conjecture 5.2.2):** Calculate

$$E_z(k_1) = \alpha^{k_1-k_0}V(k_0) + \left( \sum_{i=1}^{k_1-k_0} \alpha^{i-1} \right) \beta.$$

We want to calculate the probability of $z(k) \geq \theta$ for at least one $k \in \{k_1 \ldots k_2\}$. We will use the notation $\|z\|_{\{k_1 \ldots k_1+m\}} = \max_{k \in \{k_1 \ldots k_1+m\}} z(k)$. From (5.18) and using symmetry we can write

$$z(k) | z(k-1) \sim \mathcal{N}^2\left(\sqrt{\alpha}z(k-1), \beta\right)$$

(5.19)

$$z(k_1) \sim \mathcal{N}(0, E_z(k_1))$$

where $\mathcal{N}^2$ stands for the square of a Gaussian random variable with the given expectation and variance.
The distribution $N^2$ has the following pdf:

$$f_{N^2}(x; \mu, \sigma^2) = \frac{1}{2\sqrt{2\pi\sigma^2}} e^{-\frac{(\sqrt{x} - \mu)^2}{2\sigma^2}} + \frac{1}{2\sqrt{2\pi\sigma^2}} e^{-\frac{(-\sqrt{x} - \mu)^2}{2\sigma^2}}.$$  \hspace{1cm} (5.20)

Obviously,

$$\text{Prob}(z(k_1) \geq \theta) = \int_{\theta}^{\infty} f_{N^2}(x; 0, \mathbb{E} z(k_1)) \, dx.$$  \hspace{1cm} (5.21)

Define recursively the pdf of $z(k_1 + m)$ given that $z(k) < \theta \forall k \in \{k_1 \ldots k_1 + m - 1\}$:

$$g(x; \theta, m) = \begin{cases} f_{z(k_1+1)}(x; \mu, \sigma^2) & \text{if } \|z\|_{\{k_1 \ldots k_1 + m-1\}} < \theta \\ \int_{\theta}^{\infty} f_{N^2}(x; \sqrt{\sigma^2 w'}, \beta) \frac{g(w; \theta, m - 1)}{\int_{\theta}^{\infty} g(w'; \theta, m - 1) \, dw'} \, dw' \\ g(x; \theta, 0) = f_{N^2}(x; 0, \mathbb{E} z(k_1)) \end{cases}$$  \hspace{1cm} (5.22)

We can now calculate iteratively:

$$\text{Prob}(\|z\|_{\{k_1 \ldots k_1 + m\}} \geq \theta) = \text{Prob}(\|z\|_{\{k_1 \ldots k_1 + m-1\}} \geq \theta) + \text{Prob}(\|z\|_{\{k_1 \ldots k_1 + m-1\}} < \theta) \times \text{Prob}(z(k_1 + m) \geq \theta | \|z\|_{\{k_1 \ldots k_1 + m-1\}} < \theta) + (1 - \text{Prob}(\|z\|_{\{k_1 \ldots k_1 + m-1\}} \geq \theta)) \int_{\theta}^{\infty} g(x; \theta, m) \, dx.$$  \hspace{1cm} (5.23)

Computing $\int_{\theta}^{\infty} g(x; \theta, m) \, dx$ using (5.22) can be done numerically, which in the general case has a complexity linear with $m$. However, if we assume that $\mathbb{E} z(k_1) \approx \frac{\beta}{1 - \alpha}$, the steady-state expectation of (5.19), and that $\theta$ is at least a few times larger than $\frac{\beta}{1 - \alpha}$, then $\int_{\theta}^{\infty} g(x; \theta, m) \, dx$ converges after only a few iterations. With these assumptions, (5.23) can be computed instantly for any $m$.  

5.2.3 Discussion

The results we derived hold for scalar systems with independent Gaussian disturbance. They may also apply for higher dimensions if Conjecture 5.2.2 can be proved to hold in that setting. We note that this work originated from the desire to explain and predict the behavior of control systems with quantized state or output feedback. When we applied the deterministic analysis to simulations of such systems, the performance of the system was considerably better than the analysis predicted. The probabilistic analysis presented here, on the other hand, predicted a better performance than what was actually observed. We
believe that this discrepancy stems mainly from the non-correlation assumption between the disturbance and the state of the system, which does not hold when the disturbance is due to quantization errors.

5.3 Change in Entropy As a Condition for Convergence of State Estimate under Quantization

In Chapter 2 we used a geometric approach to address quantization. This implies that after some finite time we are able to construct a compact containment region known to contain the state. Consecutive measurements allow us to reduce the size of that containment region until, in the absence of external disturbances, its size converges to zero.

In this section we seek to address quantization using an information approach. Looking at the distribution function of the state, measuring how it changes due to the instability of the system and when new measurements arrive, we want to derive necessary and sufficient conditions for the convergence of the estimation error. This may allow us to derive convergence results even when the geometry approach is not applicable. We show for example that, for linear systems with equiprobable quantization, we can get convergence without switching between a zoom-in and a zoom-out mode. Potentially, it could lead to results applicable to more general quantizers where the quantization indices do not necessarily correspond to uniform distributions over mutually disjoint set.

Notable results following the information approach include [50, 22, 70, 69, 45, 39, 55, 46]. All these results, however, develop a specific quantization scheme with which they prove convergence of the estimation error. In contrast, here we look for general conditions, not related to a specific quantization scheme, that will guarantee convergence.

A related work, which also does not consider a specific quantization scheme, is [46]. There, using the notion of topological feedback entropy, a necessary and sufficient condition in terms of the average number of quantization regions was derived for general nonlinear systems. Yet given a quantization scheme, that work also does not show how to answer whether this quantization scheme produces a converging state estimate.

5.3.1 Definitions

Consider the following single dimension dynamical system with $x_k \in \mathcal{X} \subseteq \mathbb{R}$, $u_k \in \mathcal{U} \subseteq \mathbb{R}$:

$$x_{k+1} = F(x_k, u_k).$$ (5.24)
We assume \( F \) is an injective function. We consider \( x_k \) to be the realization of a random variable \( X_k \). It is important to note that we do not assume that \( \mathcal{X} \) is compact.

The only information that can be transmitted to the controller at every step \( k \) is an integer between 1 and \( N \). For each \( k \) let \( Q_1^k, \ldots, Q_N^k \) be a partition of \( \mathcal{X} \),

\[
Q_i^k \cap Q_j^k = \emptyset, \quad \forall i \neq j, \quad \bigcup_{i=1}^N Q_i^k = \mathcal{X}.
\] (5.25)

Let \( q_k \) be the random variable such that \( q_k = i \) if and only if \( x_k \in Q_i^k \). We use \( d_k \in \{1, \ldots, N\} \) to denote a possible realization of \( q_k \). We also define \( \vec{q}_k \in \mathbb{R} \) and use \( d_k \in \{1, \ldots, N\} \) to denote a possible realization of \( \vec{q}_k \). Note that we consider the partitions of \( X \) at step \( k \) to be a function of \( \vec{q}_{k-1} \) (we do not assume they are given a priori).

Let \( f_{X_k} : \mathcal{X} \to \mathbb{R}_{\geq 0} \) be the probability density function (pdf) of the state location at time step \( k \) — \( \forall t \in \mathbb{R} : \text{Prob} (X_k \leq t) = \int_{-\infty}^t f_{X_k}(x) \, dx \). Let \( f_{X_k|\vec{q}_{k-1}=d_{k-1}} \) be the pdf of the state’s location at time step \( k \) given that \( x_i \in Q_i^k, \forall i \in \{0, \ldots, k\} \). We assume the initial pdf \( f_{X_0} \) is given. Again we note that we do not assume that \( f_{X_0} \) is nonzero only inside a compact set. We also assume that there is at most a countable number of points where \( f_{X_0} \) is not differentiable. Between the time steps, the controller updates the pdf according to the Frobenius-Perron operator:

\[
f_{X_k|\vec{q}_{k-1}=d_{k-1}}(x) = \frac{f_{X_{k-1}|\vec{q}_{k-1}=d_{k-1}}(y) \left| \frac{\partial F(z, u_{k-1})}{\partial z} \right|_{z=y}}{\partial F(z, u_{k-1}) / \partial z} \] (5.26)

where \( y \) is such that \( F(y, u_{k-1}) = x \). When new information arrives to the controller, it updates the pdf according to

\[
f_{X_k|\vec{q}_k=d_k}(x) = \begin{cases} \frac{f_{X_k|\vec{q}_k=d_k}(x)}{p^k_k} & x \in Q_i^k \\ 0 & x \not\in Q_i^k \end{cases} \] (5.27)

where \( p_i^k = \int_{Q_i^k} f_{X_k|\vec{q}_k=d_k}(x) \, dx \), the probability that \( Q_i^k \) will be active given that \( \vec{q}_{k-1} = d_{k-1} \).

The estimated state location will be set to equal the expected value of \( X_k \) given the measurements:

\[
\hat{x}_k \left( \vec{d}_k \right) = E \left( X_k \bigg| \vec{q}_k = \vec{d}_k \right) = \int_{\mathcal{X}} x f_{X_k|\vec{q}_k=d_k}(x) \, dx.
\]

Define \( \hat{x}_k = \hat{x}_k - x_k \) to be the estimation error and let \( \tilde{X}_k \) be the random variable for which \( \tilde{x}_k \) is the
realization. We define \( \text{Cov} \left( \tilde{X}_k \right) \) to be the covariance of \( \tilde{X}_k \):

\[
\text{Cov} \left( \tilde{X}_k \right) \triangleq \sum_{\vec{d}_k \in \{1 \ldots N\}^k} \text{Prob} \left( \vec{q}_k = \vec{d}_k \right) \int_{\tilde{X}} (\tilde{x}_k - E \tilde{X}_k)^2 f_{X_k|\vec{q}_k=\vec{d}_k} (x) \, dx
\]

where we used the following notation for expectation of an arbitrary function \( h \) on \( \{1 \ldots N\}^k \):

\[
E_{\vec{q}_k} h (\vec{q}_k) \triangleq \sum_{\vec{d}_k \in \{1 \ldots N\}^k} \text{Prob} \left( \vec{q}_k = \vec{d}_k \right) h (\vec{d}_k).
\]

We say that the state estimate is converging in mean square if

\[
\lim_{k \to \infty} \text{Cov} \left( \tilde{X}_k \right) = 0. \tag{5.28}
\]

For a given \( \sigma^2 > 0 \) and a given \( k \in \mathbb{N} \) we define \( D \left( k, \sigma^2 \right) \triangleq \{ \vec{d}_k \in \{1 \ldots N\}^k \mid \text{Cov} \left( \tilde{X}_k \mid \vec{q}_k = \vec{d}_k \right) > \sigma^2 \} \) to be the set of realizations of \( \tilde{q}_k \) for which the covariance of the estimation error at time \( k \) is larger than \( \sigma^2 \).

We say that the state estimate is converging in probability if \( \forall \sigma^2 > 0: \)

\[
\lim_{k \to \infty} \text{Prob} \left( \vec{q}_k \in D \left( k, \sigma^2 \right) \right) = 0.
\]

We say that the state estimate is converging with probability \( \rho \leq 1 \) if \( \forall \sigma^2 > 0: \)

\[
\lim_{k \to \infty} \text{Prob} \left( \vec{q}_k \in D \left( k, \sigma^2 \right) \right) \leq 1 - \rho.
\]

Note that these definitions are given in decreasing order of strength.

Finally, we will use the standard definitions for entropy,

\[
H \left( p^k \right) \triangleq - \sum_{i=1}^{n} p_i \log p_i, \tag{5.29}
\]

and for differential entropy,

\[
H (f) \triangleq - \int_X f (x) \log f (x) \, dx. \tag{5.30}
\]

All the logarithms in this paper are taken over the same base, \( b \). We intentionally do not specify the base as our results hold with any choice of base.
5.3.2 Evaluating the Change in Entropy As a Necessary Condition

We start by stating and proving the following intuitive lemma:

**Lemma 5.3.1.** The following is a necessary condition for having the state estimate converge in mean square:

\[
\lim_{k \to \infty} E_{\vec{q}_k} \left( H \left( f_{X_k | \vec{q}_k} \right) \right) = -\infty. \tag{5.31}
\]

**Proof:** It is well known that the Gaussian distribution maximizes the differential entropy for a given covariance. Thus for any random variable \(X\) with the corresponding pdf \(f_X\) we have \(H(f_X) \leq \log \left( \sqrt{2\pi\sigma^2} \right) + \frac{1}{2}\) where \(\sigma^2 = \text{Cov}(X)\). Now,

\[
\text{Cov} \left( \tilde{X}_k \right) = \int x^2 \sum_{\vec{d}_k \in \{1, \ldots, N\}^k} \text{Prob} \left( \vec{q}_k = \vec{d}_k \right) f_{\tilde{X}_k | \vec{q}_k = \vec{d}_k} (x) \, dx
\]

\[
= \sum_{\vec{d}_k \in \{1, \ldots, N\}^k} \text{Prob} \left( \vec{q}_k = \vec{d}_k \right) \int x^2 f_{\tilde{X}_k | \vec{q}_k = \vec{d}_k} (x) \, dx
\]

\[
= E_{\vec{q}_k} \text{Cov} \left( \tilde{X}_k \left| \vec{q}_k \right. \right) = E_{\vec{q}_k} \text{Cov} \left( X_k \left| \vec{q}_k \right. \right). \tag{5.32}
\]

Note that we used the fact that \(E \left( \tilde{X}_k \right) = 0\) as well as that \(E \left( \tilde{X}_k \left| \vec{q}_k \right. = \vec{d}_k \right) = 0 \ \forall \vec{d}_k \in \{1, \ldots, N\}^k\).

Continuing,

\[
E_{\vec{q}_k} \left( H \left( f_{X_k | \vec{q}_k} \right) \right) \leq E_{\vec{q}_k} \left( \frac{1}{2} \log \left( 2\pi \text{Cov}(X_k | \vec{q}_k) \right) + \frac{1}{2} \right) \leq \frac{1}{2} \log \left( 2\pi E_{\vec{q}_k} \left( \text{Cov}(X_k | \vec{q}_k) \right) \right) + \frac{1}{2} \tag{5.33}
\]

where the last inequality is due to Jensen’s inequality and the concavity of the log function. If indeed the state estimate is converging in mean square, then from (5.28) and (5.32) the RHS of (5.33) must converge to \(-\infty\). Therefore (5.31) must hold.

The following is an immediate corollary of Lemma 5.3.1.

**Corollary 5.3.2.** Assume that when using (5.26) the average entropy is increased by at least \(\alpha > 0\) for every \(k\):

\[
H \left( f_{X_k | \vec{q}_{k-1} = \vec{d}_{k-1}} \right) \geq H \left( f_{X_{k-1} | \vec{q}_{k-1} = \vec{d}_{k-1}} \right) + \alpha.
\]

Assuming further that the number of bits available for the transmission of the information on the state location, \(r_{\text{bits/step}}\), is fixed, then having the state estimate converge in mean square requires that \(r_{\text{bits/step}} \geq \frac{\alpha}{\log 2}\) (or \(r_{\text{bits/step}} \geq \alpha\) if base 2 is used for the logarithm).
Proof: According to (5.27) the decrease in average entropy when new information is arrived is equal to the entropy of $\vec{p}^k$:

$$E_{\vec{q}_k} \left( H \left( f_{X_k | \vec{q}_k = \vec{d}_k} \right) \right) = \sum_{i=1}^{n} p_i \times - \int_{Q_i} \frac{f_{X_k | \vec{q}_{k-1} = \vec{d}_{k-1}} (x)}{p_i} \log \left( \frac{f_{X_k | \vec{q}_{k-1} = \vec{d}_{k-1}} (x)}{p_i} \right) dx = H \left( f_{X_k | \vec{q}_{k-1} = \vec{d}_{k-1}} \right) - H \left( \vec{p}^k \right).$$

The entropy of $\vec{p}^k$ is maximized for the uniform distribution, $p_i^k = \frac{1}{N} \forall i \in \{1, \ldots, N\}$, in which case $H \left( \vec{p}^k \right) = \log N$. From Lemma 5.3.1 we know we must have $\log N \geq H \left( \vec{p}^k \right) \geq \alpha$. As $N = 2^{r_{\text{bits/step}}}$ we conclude that $r_{\text{bits/step}} \geq \frac{\alpha}{\log 2}$.

For linear systems, $x_{k+1} = ax_k + u$, it is straightforward to show that

$$H \left( f_{X_k | \vec{q}_{k-1} = \vec{d}_{k-1}} \right) = H \left( f_{X_{k-1} | \vec{q}_{k-1} = \vec{d}_{k-1}} \right) + \log a.$$  

Thus to have the state estimate converge in mean square we must have $r_{\text{bits/step}} \geq \log_2 a$.

5.3.3 Evaluating the Change in Entropy As a Sufficient Condition

In this section we seek to find how the necessary condition (5.31) can be refined in order to make it also sufficient for having the state estimate converge. We had hoped to show that the necessary condition for having the state estimate converge in mean square, (5.31), is also sufficient as it is. However, we are yet to show that. Nevertheless, to our knowledge even what we do show here has not been shown before. The difficulty is that in general $H \left( f_X \right) \to -\infty$ does not imply $\text{Cov} \left( X \right) \to 0$. Consider for example the pdf

$$f_{X_{\Delta}} (x) = \begin{cases} \frac{1}{4\Delta} & |1 - |x|| \leq \Delta \\ 0 & \text{otherwise} \end{cases}$$

with $\Delta < 1$. Its entropy, $H \left( f_{X_{\Delta}} \right) = \log (4\Delta)$, diverges to $-\infty$ as $\Delta \to 0$. Its covariance, however, converges to 1 and not to 0.

Note that in the above example, as $\Delta \to 0$ the pdf becomes increasingly more “jagged.” If the entropy diverges to $-\infty$, but at the same time the pdf also becomes increasingly “smooth,” then we are able to show that $\text{Cov} \left( X \right) \to 0$. We use the notion of total variation to measure the smoothness of the function. We
slightly alter the standard definition of the total variation of a function and define it as

$$\text{TV} (f) \triangleq \sup_{m \in \mathbb{N}} \sup_{x_0, \ldots, x_m \in S (f)} \sum_{i=1}^{m} |f (x_i) - f (x_{i-1})|$$

(5.35)

where

$$S (f) \triangleq \bigg[ \inf \left\{ x \mid f (x) > 0 \right\}, \sup \left\{ x \mid f (x) > 0 \right\} \bigg].$$

The use of the reversed brackets is to emphasize that $S (\cdot)$ is an open set. The standard definition of total variation is recovered if $S (f)$ in (5.35) is replaced with the domain of $f$. With the assumption that the set of points where $f_X$ is not differentiable is at most countable, (5.35) is known to be equivalent to

$$\text{TV} (f) \triangleq \int_{S (f) \setminus D_0 (f)} \left| \frac{\partial f (z)}{\partial z} \right| \mid_{z=x} \, dx + \sum_{x \in D_0 (f) \cap S (f)} \Delta f (x)$$

(5.36)

where

$$\Delta f (x) \triangleq \left| \lim_{z \rightarrow x} f (z) - \lim_{z \downarrow x} f (z) \right|$$

and $D_0 (f)$ is the set of points where $f$ is not differentiable. Note that by intersecting $D_0 (f)$ with $S (\cdot)$ we exclude the initial (final) jump of $f (x)$ from (to) zero, if the function is zero before (after) this jump.

**Proposition 5.3.1.** Define

$$\mu (f_X) \triangleq b^{-H (f_X)} - \text{TV} (f_X).$$

If $\mu (f_X) > 0$ then

$$\text{Cov} (X) \leq \frac{1}{12 \mu (f_X)^2}.$$ 

Recall that $b$ is the base over which the logarithm is defined.

**Proof:** First we show that for a given finite value of the entropy, the maximal value the distribution function attains is bounded from below. Let $c = \sup_x f_X (x)$ which implies $f_X (x) \leq c \forall x$. Then,

$$H (f_X) = - \int_X f_X (x) \log (f_X (x)) \, dx \geq - \int_X f_X (x) \log (c) \, dx = - \log (c).$$

Therefore we must have $c \geq b^{-H (f_X)}$. 
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From (5.35) it is now obvious that
\[ f_X(x) \geq b^{-H(f_X)} - \text{TV}(f_X) = \mu(f_X), \quad \forall x \in S(f_X). \]

This implies (see Proposition 5.3.4 at the end of this section) that \( \text{Cov}(X) \leq \frac{1}{\mu(f_X)}. \)

We are now ready to state our main result:

**Theorem 5.3.3.** Assume that the entropy between time steps increases by no more than \( \log \bar{a} \):

\[
H \left( f_{X_k} | \bar{q}_{k-1} = \bar{d}_{k-1} \right) \leq H \left( f_{X_{k-1}} | \bar{q}_{k-1} = \bar{d}_{k-1} \right) + \log \bar{a}, \quad \forall k \in \mathbb{N}, \forall \bar{d}_{k-1} \in \{1, \ldots, N\}^{k-1}.
\]

Assume the quantization is such that at time steps the average entropy is reduced by at least \( H_p > \log \bar{a} \):

\[
E_{\bar{d}_k} H \left( f_{X_k} | \bar{q}_k = [\bar{d}_{k-1}, \bar{d}_k] \right) \leq H \left( f_{X_{k-1}} | \bar{q}_{k-1} = \bar{d}_{k-1} \right) - H_p, \quad \forall k \in \mathbb{N}, \forall \bar{d}_{k-1} \in \{1, \ldots, N\}^{k-1}.
\]

Assume the map \( F \) is such that \( \partial F / \partial x \geq \bar{c} > 1 \) and \( | \partial^2 F / \partial x^2 | \leq \bar{c} \forall x \in \mathcal{X} \) and \( \forall u \in \mathcal{U} \). Then the state estimate converges with probability \( \rho - \forall \sigma > 0 \):

\[
\lim_{k \to \infty} \text{Prob} \left( \bar{q}_k \left| \text{Cov} \left( \bar{X}_k | \bar{q}_k \right) > \sigma^2 \right) \right) \leq 1 - \rho
\]

where

\[
\rho = 1 - \left( \frac{\log \bar{a} - H_p - \log \min_{i,k} p_i^k - \log \bar{c}}{\log \min_{i,k} p_i^k + \log \bar{c}} \right).
\]

A few observations. If we use equally probable quantization regions, \( p_1^k = p_2^k = \ldots = p_N^k, \forall k \), then (5.37) becomes

\[
\lim_{k \to \infty} \text{Prob} \left( \bar{q}_k \left| \text{Cov} \left( \bar{X}_k | \bar{q}_k \right) > \sigma^2 \right) \right) \leq \frac{\log \bar{a} - \log \bar{c}}{\log N - \log \bar{c}}
\]

where the right-hand side (RHS) can be made arbitrarily small by taking a larger \( N \). If we further assume \( F \) is a linear map, then \( \bar{c} = \bar{a} = \bar{c} \) and (5.37) becomes

\[
\lim_{k \to \infty} \text{Prob} \left( \bar{q}_k \left| \text{Cov} \left( \bar{X}_k | \bar{q}_k \right) > \sigma^2 \right) \right) = 0
\]

when \( N > \bar{a} \). In this case the state estimate converges in probability.
Before proving Theorem (5.3.3) we state two easy to prove propositions:

**Proposition 5.3.2.** If for a random variable, \( X \), we are given its expectation, \( E X \), and its minimum possible value, \( \min X \), then the following holds:

\[
Pr (X \leq \eta) \leq \frac{E X - \min X}{\eta - \min X}.
\]

**Proposition 5.3.3.** Let \( X \) and \( Y \) be two random variables, then \( \forall \eta \) and \( \forall \delta \):

\[
Prob (X - Y < \eta) \leq Prob (X \leq \eta + \delta) + Prob (Y \geq \delta).
\]

**Proof of Theorem 5.3.3:** From the assumptions in the Theorem we have

\[
E_{\vec{q}_k} H (f_{X_k|\vec{q}_k}) \leq H (f_{X_0}) + k (\log \bar{a} - H_p).
\]

We also have

\[
\max_{\vec{d}_k \in \{1,...,N\}^k} \sup \left( f_{X_k|\vec{q}_k=\vec{d}_k} \right) \leq \max_{\vec{d}_{k-1} \in \{1,...,N\}^{k-1}} \max_{i \in \{1,...,N\}} \frac{1}{p_i^k} \sup \left( f_{X_{k-1}|\vec{q}_{k-1}=\vec{d}_{k-1}} \right) \leq \max_i \frac{1}{p_i^k} \sup_{\vec{d}_{k-1} \in \{1,...,N\}^{k-1}} \sup \left( f_{X_{k-1}|\vec{q}_{k-1}=\vec{d}_{k-1}} \right),
\]

which by recursion implies

\[
\max_{\vec{d}_k \in \{1,...,N\}^k} \sup \left( f_{X_k|\vec{q}_k=\vec{d}_k} \right) \leq \frac{1}{(\min_i p_i)^k} \sup (f_{X_0}).
\]

Now, since

\[
H (f_X) = - \int_X f_X (x) \log f_X (x) \, dx \geq - \log \sup_x f_X (x) \int_X f_X (x) \, dx = - \log \sup_x f_X (x),
\]

we can then write

\[
\min_{\vec{q}_k} H (f_{X_k|\vec{q}_k}) \geq - \log f_{X_0} + k \log \min_i p_i + k \log C.
\]
Now for the total variation, from (5.27) we have

\[
E_{\bar{q}_k} \text{TV} \left(f_{X_k|\bar{q}_k}\right) = \\
E_{\bar{q}_{k-1}} \sum_{i \in \{1, \ldots, N\}} p_i^k \times \left( \int \frac{1}{p_i^k} \left| \frac{\partial f_{X_k|\bar{q}_{k-1}}(z)}{\partial z} \right|_{z=x} \, dx + \frac{1}{p_i^k} \sum_{x \in D_0 \left(f_{X_k|\bar{q}_{k-1}}\right) \cap S \left(f_{X_k|\bar{q}_{k-1}}\right) \cap (Q_k^b)^c} \Delta f_{X_k|\bar{q}_{k-1}}(x) \right) = \\
E_{\bar{q}_{k-1}} \text{TV} \left(f_{X_k|\bar{q}_{k-1}}\right)
\]

where we used \((Q_k^b)^c\) to denote the open interior of \(Q_k^b\). Note that had we used the original definition of total variation, the average total variation would have increased due to the possible new jumps in \(f_{X_k|\bar{q}_{k-1},i}\), \(i = 1, \ldots, N\), on the boundaries of \(Q_k^b\), which did not exist in \(f_{X_k|\bar{q}_{k-1}}\). Because our modified definition of total variation only considers the interior of the support of each pdf, these possible new jumps are excluded.

Similarly, from (5.26) we have

\[
E_{\bar{q}_{k-1}} \text{TV} \left(f_{X_{k-1}|\bar{q}_{k-1}}\right) = E_{\bar{q}_{k-1}} \int_{F\left(S \left(f_{X_{k-1}|\bar{q}_{k-1}}\right)\right)_{u_{k-1}}} \left| \frac{\partial f_{X_{k-1}|\bar{q}_{k-1}}(z, u_{k-1})}{\partial F(z, u_{k-1})} \right| \, dx + \\
\sum_{x \in F\left(D_0 \left(f_{X_{k-1}|\bar{q}_{k-1}}\right) \cap S \left(f_{X_{k-1}|\bar{q}_{k-1}}\right)\right)_{u_{k-1}}} \Delta f_{X_{k-1}|\bar{q}_{k-1}}(x) \left| \frac{\partial F(z, u_{k-1})}{\partial z} \right|_{z=F^{-1}(x, u_{k-1})} \\
\leq E_{\bar{q}_{k-1}} \int_{S \left(f_{X_{k-1}|\bar{q}_{k-1}}\right) \setminus D_0 \left(f_{X_{k-1}|\bar{q}_{k-1}}\right)} \left| f_{X_{k-1}|\bar{q}_{k-1}}(x) \right| \, dx + \\
\sum_{x \in D_0 \left(f_{X_{k-1}|\bar{q}_{k-1}}\right) \cap S \left(f_{X_{k-1}|\bar{q}_{k-1}}\right)} \Delta f_{X_{k-1}|\bar{q}_{k-1}}(x) \left| f' \left(x, u_{k-1}\right) \right| \\
\leq \frac{1}{\xi} E_{\bar{q}_{k-1}} \text{TV} \left(f_{X_{k-1}|\bar{q}_{k-1}}\right) + \frac{\bar{c}}{\xi^2}. \tag{5.38}
\]

Therefore, by recursion,

\[
E_{\bar{q}_k} \text{TV} \left(f_{X_k|\bar{q}_k}\right) \leq \frac{1}{\xi} \xi^2 \text{TV} \left(f_{X_0}\right) + \left(\sum_{i=0}^{k-1} \frac{1}{\xi^i}\right) \frac{\bar{c}}{\xi^2}.
\]

We also trivially have

\[
\min_{\bar{q}_k} \text{TV} \left(f_{X_k|\bar{q}_k}\right) \geq 0.
\]
Now we analyze the random variable, $\mu(f_{X_k})$. Using Propositions 5.3.3 and 5.3.2 we can get for every $\delta$,

\[
\Pr(\mu(f_{X_k}) \leq \eta) \leq \Pr(b - H(f_{X_k}) \leq \eta + \delta) + \Pr(\text{TV}(f_{X_k}) \geq \delta)
\]

\[
= \Pr(H(f_{X_k}) \geq -\log(\eta + \delta)) + \Pr(\text{TV}(f_{X_k}) \geq \delta)
\]

\[
\leq \frac{\text{EH}(f_{X_k}) - \min H(f_{X_k})}{-\log(\eta + \delta) - \min H(f_{X_k})} + \frac{\text{E} \text{TV}(f_{X_k}) - \min \text{TV}(f_{X_k})}{\delta - \min \text{TV}(f_{X_k})}
\]

\[
\leq \left( \frac{H(f_{X_0}) + \log \sup_{x} f_{X}(x) + k(\log \bar{a} - H(\bar{p}) - \log \min_{i} p_{i} - \log \bar{c})}{-\log(\eta + \delta) + \log f_{X}(x) - k(\log \min_{i} p_{i} + \log \bar{c})} \right) + \frac{\text{TV}(f_{X_0})}{\varepsilon^{k} \delta} + \left( \sum_{i=0}^{k-1} \frac{1}{c_{i}} \right) \frac{\bar{c} \delta}{\varepsilon^{2}}.
\]

In the limit as $k \to \infty$ and we get

\[
\lim_{k \to \infty} \Pr(\mu(f_{X_k}) \leq \eta) \leq \frac{\log \bar{a} - H(\bar{p}) - \log \min_{i} p_{i} - \log \bar{c}}{-\log \min_{i} p_{i} + \log \bar{c}} + \frac{1}{1 - \frac{\bar{c}}{\bar{c}^{2}}}.
\]

As this is true $\forall \delta$, we get that

\[
\lim_{k \to \infty} \Pr(\mu(f_{X_k}) \leq \eta) \leq \frac{\log \bar{a} - H(\bar{p}) - \log \min_{i} p_{i} - \log \bar{c}}{-\log \min_{i} p_{i} + \log \bar{c}}.
\]

We complete the proof by using Proposition 5.3.1 which implies

\[
\Pr(\tilde{q}_{k} | \text{Cov}(\tilde{X}_{k} | \tilde{q}_{k}) > \sigma) \leq \Pr(\mu(f_{X_k}) \leq \frac{1}{\sqrt{12} \sigma}).
\]

\[\blacksquare\]

5.3.4 Discussion

In this work we sought to find sufficient conditions for convergence of an estimation error using arbitrary quantization. The sufficient conditions we derived only apply to scalar systems. They rely on the property of the total variation that, as it goes to zero, the function becomes constant. While extensions of the total variation to higher dimensions do exist, those that we are aware of do not posses this property. We also note that our sufficient conditions coincide with the necessary conditions only for linear systems with equiprobable quantization. We mention [7] as a potentially different approach for deriving sufficient conditions in more general settings.
5.3.5 Technical Result

**Proposition 5.3.4.** Let $X$ be a random variable and $f_X$ its corresponding pdf. Assume $f_X$ is piecewise continuous. Given the constraint that $f_X(x) \geq \mu > 0 \ \forall x \in S(f_X)$ the maximum covariance of $X$ is $\frac{1}{12\mu^2}$. It is attained when $f_X(x) = \mu \ \forall x \in S(f_X)$.

*Proof:* Let $f_X$ be a pdf which satisfies the constraint. Without loss of generality we can assume $EX = 0$. If the set of points where $f_X > \mu$ is of measure zero, we can change $f_X$ at these points to $\mu$ without changing the covariance. If the set of points where $f_X > \mu$ is of measure larger than zero, then by the assumption of piecewise continuity we can find an interval $I \subset S(f_X)$ such that $f_X(x) > \mu \ \forall x \in I$. Let $\beta = \sup S(f_X)$. Without loss of generality (due to symmetry), and by shrinking $I$ if necessary, we can assume $I \subset [0, \beta - \tau)$ for some $\tau > 0$. Let $l$ be the length of the interval $I$. Define $f\epsilon_X, \epsilon < d - \mu$ as follows:

$$f_{X, \epsilon}(x) = \begin{cases} f_X(x) - \epsilon & x \in I \\ \mu & x \in [\beta, \beta + \frac{\epsilon l}{\mu}] \\ f_X(x) & \text{otherwise} \end{cases}$$

This new function is also a pdf which satisfies the constraint. Its covariance is

$$\text{Cov}(X) = E X^2 - (E X)^2$$

$$= \int_{S(f_X)} x^2 f_X(x) \, dx - \int_I x^2 \, dx + \int_{[\beta, \beta + \frac{\epsilon l}{\mu}]} x^2 \mu \, dx - \left( E X - \int_I x \, dx + \int_{[\beta, \beta + \frac{\epsilon l}{\mu}]} x \mu \, dx \right)^2$$

$$\geq \text{Cov}(X) - (\beta - \tau)^2 \epsilon l + \beta^2 \epsilon l - \left( \beta + \frac{\epsilon l}{\mu} \right)^2 \epsilon^2 l^2. \quad (5.39)$$

It is now easy to see that for sufficiently small $\epsilon$ we can make $\text{Cov}(X) > \text{Cov}(X)$. Thus the covariance is maximized only if $f_X(x) = \mu \ \forall x \in S(f_X)$ (except for a set of measure 0). For a uniform distribution over an interval of length $1/\mu$ the covariance becomes $\frac{1}{12\mu^2}$. ■
Chapter 6

Conclusions

In this work we considered the byproducts that arise when using advanced sensing technology, namely quantized and faulty measurements. We developed and analyzed control tools that are adapted to these types of measurements. We proved the stability of these control tools to external disturbances, modeling uncertainties and delays, and we proved their robustness to faulty measurements. We demonstrated the applicability of these tools to state estimation from faulty GPS measurements and to automatic landing control using quantized vision-based measurements. The results we derived here are also applicable to remote sensing over limited bandwidth communication channels.

In the first chapter we showed how to achieve input-to-state stability with respect to external disturbances using measurements from a dynamic quantizer. We showed that our technique is applicable to output feedback, stable under modeling errors and delays, and can work with data rates arbitrarily close to the minimum data rate needed for unperturbed systems. We also showed that our technique can be extended to nonlinear systems. Ours is only the second work to consider disturbance attenuation for quantized systems in the sense of input-to-state stability, the first one to do so in the context of minimum data rates, and the only one to provide such comprehensive stability results for quantized systems.

In the second chapter we proved that the MSoD estimator, which was known to be robust with respect to corruption, is also stable with respect to noise. We developed new algorithms to quantify the robustness and stability properties of this estimator for deterministic matrices. Where an alternative algorithm already existed, we showed that in the settings of interest, our algorithm is more efficient. We also demonstrated the benefits of this estimator for estimation in a dynamical system.

In the last chapter we considered a vision-based control system and demonstrated the implications of using the feedback of such a system. We derived a linear-time varying model that is observable using quantities extracted from the image. We showed that due to the quantized nature of the measurements, a classic estimator will not converge fast enough to achieve the desired control requirements. We then developed a general estimator that is adapted to quantized measurements, proved its convergence, and showed its success in a vision-based landing control system.
6.1 Future Research

We showed that the dynamic quantization controller we developed creates a control system which is stable to external disturbances, modeling uncertainties, and delays, and can be used in nonlinear settings. However, we only considered systems that exhibit one or two of these properties. This was done mainly to simplify the derivation, and the next step would be to combine these results and show that our controller maintains stability in systems exhibiting all of these properties simultaneously. With respect to external disturbances, we explicitly derived the stability gain of the system. With respect to modeling uncertainties and delays, we only showed how the stability gains can be derived, but did not derive them explicitly. We also only showed that there exist strictly positive bounds on the modeling uncertainties and delays under which the stability is maintained, but, again, did not derive them explicitly. An addition to this work will be to derive the explicit formulas in these cases. Finally, our proof follows a worst-case analysis. It would be interesting to find the average response of the system given probabilistic characteristics of the disturbance.

The results for the MSoD estimator, dealing with faulty measurements, also followed a worst-case analysis. Here too, it would be beneficial to analyze what is the probability that a set of faulty measurements could arbitrarily corrupt the estimate. We also found out that by differentiating between the weight that each measurement is given, better performance can be achieved. However, an algorithm to find the best weighting has not been developed yet and is another direction for future research.

Given the preliminary stage of the tools we developed for a vision-based control system with unknown dynamics, this can lead to many new research directions. The first step would be to prove that our estimator not only converges but converges to the right value. The second step would be to prove that the stability of the closed-loop system is maintained when this estimator is being used. The third step would be to compute the optimal initial open-loop perturbation that will guarantee the fast convergence of the estimator. Once the first two steps, at least, are completed, several extensions should be pursued. One is a computationally faster solver for the nonlinear optimization problem that is the basis of our estimator, possibly using the non-smooth results we derived. Another extension is to improve the performance by integrating the tool we developed for dynamic quantization and using dynamic control of the camera’s zoom and position. And yet another extension is to integrate the results for faulty measurements in order to deal with possible miss-detections by the computer vision algorithm.
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