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Abstract—In this work, we propose a distributed version of the logic-based supervisory adaptive control scheme. Given a network of agents whose dynamics contain unknown parameters, the distributed supervisory control scheme is used to assist the agents to converge to a certain set-point without requiring them to have explicit knowledge of that set-point. Unlike the classical supervisory control scheme where a centralized supervisor makes switching decisions among the candidate controllers, in our scheme, each agent is equipped with a local supervisor that switches among the available controllers. The switching decisions made at a certain agent depend only on the information from its neighboring agents. We apply our framework to the distributed averaging problem in the presence of modeling uncertainty and support our findings by simulations.

I. INTRODUCTION

Logic-based switching supervisory control has been proposed as a method to overcome limitations of adaptive control schemes [1]. A fundamental difference between the two approaches is that while adaptive control requires continuous tuning of parameters, supervisory control relies on logic-based switching among a collection of candidate controllers. Continuous tuning suffers from well-known issues such as loss of stabilizability. In the classical supervisory control scheme, a centralized supervisor estimates the state of the plant, and based on the history of estimation errors, it activates a certain candidate controller. For a more detailed study of supervisory control, see Chapter 6 of [2].

Supervisory control has been used in various problems and applications [3]–[11]. In [3], [4], the set-point control problem has been studied using a supervisory control framework. It has also been utilized in path-following problems for underactuated systems with large modeling uncertainties [6]. Recently, supervisory control has been extended to addresses the problem of stabilizing uncertain systems with quantized outputs [11].

In this work, and motivated by its attractive properties, we extend the supervisory control framework to a distributed setting. A distributed version of supervisory control can have wide applications in stabilization and tracking problems over networked systems in the presence of large modeling uncertainties.

Statement of Contributions

The main contribution of this paper is extending the centralized supervisory control framework to a distributed setting. We first provide a detailed description of the main components in this scheme. We prove that when the set in which the unknown parameters take values is finite, the switching stops in finite time at each node. Further, we provide sufficient conditions for achieving set-point tracking using this framework without requiring the individual agents to have explicit knowledge of the desired set-point. Finally, we apply this scheme to the distributed averaging problem in the presence of unknown parameters, and we support our findings with simulations.

Notation and Terminology

We denote the $i$-th row of a matrix $X \in \mathbb{R}^{n \times m}$ by $[X]_i \in \mathbb{R}^m$, and the $(i,j)$-th entry of that matrix by $[X]_{ij} \in \mathbb{R}$. Similarly, we denote the $i$-th entry of a vector $x \in \mathbb{R}^n$ by $[x]_i \in \mathbb{R}$. We adopt the game-theoretic notation $x_{-i}$ to mean the collection of vectors $x_j$ for all $j \neq i$. The identity matrix is denoted by $I$, and the all-ones vector is denoted by $1$.

A directed graph is a pair $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is the set of nodes and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the set of edges. Given $G$, we denote an edge from node $i \in \mathcal{V}$ to node $j \in \mathcal{V}$ by $(i,j)$. When $(i,j) \in \mathcal{E}$ if and only if $(j,i) \in \mathcal{E}$, we call the graph undirected. We call an undirected graph connected if it contains a path between any two nodes in $\mathcal{V}$. We use the words “nodes” and “agents” interchangeably.

Organization

In Section II, we introduce the system model and present the problem formulation. The main components of the distributed supervisory control scheme are provided in Section III. Section IV contains the stability analysis of the proposed scheme. An application to the distributed averaging problem is presented in Section V. We conclude the paper in Section VI and provide ideas for future work.

II. SYSTEM MODEL

Consider a network with $n$ nodes, and let $x \in \mathbb{R}^n$ be the state of the network, where $[x]_i \in \mathbb{R}$ is the state of node $i$. It is possible to extend this setting to the case where the state of the $i$-th agent is $k_i$-dimensional, where $k_1 + \ldots + k_n = n$; however, in this paper, we restrict our attention to the case where the state of each node is scalar for simplicity. Let $u \in \mathbb{R}^n$ be a vector consisting of the inputs to all the nodes with $[u]_i \in \mathbb{R}$ being a scalar input to node $i$. Further, let $y \in \mathbb{R}^n$ be a vector consisting of the outputs of all the nodes with $[y]_i \in \mathbb{R}$ being a scalar output of node $i$. Similar to the state variables, it is possible to allow the nodes to take multiple inputs and produce multiple outputs, and the restriction to
Fig. 1: A path graph with 3 nodes and its corresponding $A_p$.

The network is described by a graph whose topology is unknown, i.e., the interconnections among the $n$ nodes are not known. Let $\mathcal{P} = \{1, \ldots, r\}$ be a finite index set. To each $p \in \mathcal{P}$, we associate a graph $\mathcal{G}_p = (\mathcal{V}_p, \mathcal{E}_p)$, where $\mathcal{V}_p$ is the set of vertices, and $\mathcal{E}_p \subseteq \mathcal{V}_p \times \mathcal{V}_p$ is the set of edges. The index $p^* \in \mathcal{P}$ is unknown to the nodes, and its corresponding graph, $\mathcal{G}_{p^*}$, describes the actual network under study. The graphs $\mathcal{G}_p, p \neq p^*$, are different possibilities of what $\mathcal{G}_{p^*}$ might be. To each graph $\mathcal{G}_p$, there corresponds a linear dynamical system represented by a triple $(A_p, B_p, C_p)$, where $A_p, B_p, C_p \in \mathbb{R}^{n \times n}$. Each triple represents a different possibility of the actual system $(A_{p^*}, B_{p^*}, C_{p^*})$ that governs the dynamics of the network. In particular, we assume that the nodes operate according to the following linear dynamics:

$$
\begin{align*}
\dot{x} &= A_p x + B_p u, \quad x(0) = x_0, \\
y &= C_p x.
\end{align*}
$$

We define the neighborhood of node $i$ in the graph $\mathcal{G}_p$ as

$$
N_p(i) = \{j \in \mathcal{V}_p : (j, i) \in \mathcal{E}_p\}.
$$

Note that we have not explicitly included $i$ in $N_p(i)$ to allow for applications where node $i$ is not able to measure its own state, for example.

In order to capture the underlying network topology, we must have that the state $x_i$, control $u_i$, and measurement $y_i$ of node $i$ can only depend on the states, control inputs, and measurements of the nodes in $N_p(i)$. To this end, we impose the following sparsity constraint on the matrices $(A_p, B_p, C_p : p \in \mathcal{P})$:

$$
\text{if } j \notin N_p(i) \Rightarrow [A_p]_{ij} = [B_p]_{ij} = [C_p]_{ij} = 0, \quad p \in \mathcal{P}.
$$

Under this constraint, the matrices $A_p, B_p, C_p$ can be seen as an encoding of the topology of the graph $\mathcal{G}_p$. To demonstrate the sparsity constraint, consider the 3-node path graph shown in Fig. 1. For this graph, the matrix $A_p$ must have the shown structure, where “...” can be any nonzero real number.

Further, in order to be able to design decentralized controllers, we must restrict the knowledge of node $i$ about the graph $\mathcal{G}_p$. In particular, we assume that the knowledge of node $i$ about the topology of $\mathcal{G}_p$ is only local; this can be captured by restricting the knowledge of node $i$ to the set $\{[A_p]_{i i}, [B_p]_{i i}, [C_p]_{i i} : p \in \mathcal{P}\}$.

Assumption 1: The set $\mathcal{P}$ is finite, and the set $\{[A_p]_{i i}, [B_p]_{i i}, [C_p]_{i i} : p \in \mathcal{P}\}$ is known to node $i$.

Our goal is to design decentralized control inputs $[u_i]$, via an extension of the classical supervisory control scheme, in order to track the following stable linear reference model:

$$
\begin{align*}
\dot{x}_m &= A_m x_m, \quad x_m(0) = x_m^0, \\
y_m &= C_m x_m,
\end{align*}
$$

where $x_m \in \mathbb{R}^n$ and $A_m, C_m \in \mathbb{R}^{n \times n}$. Define the tracking error, $e_T$, as follows:

$$
e_T = y_m - y.
$$

The problem we are solving here is not the general tracking problem, because there is no external reference signal. The reason behind introducing the reference model is motivated by applications where the agents attempt to converge to a certain set-point without the explicit knowledge of that point. An example of such a scenario is the distributed averaging problem where nodes attempt to compute the average of their initial values, $x_0$, without knowing the value of the average a priori. We will apply our framework to the distributed averaging problem in Section V. Moreover, the standard stabilization problem, i.e., regulating the state $x$ to the origin, is a special case of the problem we are solving and can be achieved by removing the reference model, i.e., setting $x_m \equiv 0$.

In the following section, we will introduce the distributed supervisory control scheme, and explain the functions of its main components in detail.

### III. DISTRIBUTED SUPERVISORY CONTROL ARCHITECTURE

Fig. 2 illustrates the general architecture of the distributed supervisory control scheme. In this scheme, each node has access to a bank of candidate controllers that take as input the outputs of the nodes in its neighborhood as well as the tracking error. The “Sparse Filters” block in the figure emphasizes that the local dynamics and controllers of node $i$ can only use information from neighboring nodes. It should be noted that there is no centralized sparse filter implemented, and this block is introduced for the sake of demonstration only. In this section, we will precisely explain how the information from the neighboring nodes affect the dynamics and control inputs of node $i$. Each node has a local supervisor: a dynamical system that takes as input the outputs and control inputs of the neighboring nodes and produces a switching signal. The switching signal provided by the supervisor activates one of the available controllers. The choice of a given control input is intended to minimize the tracking error. We will study the supervisor in more details next.

#### A. The Distributed Supervisor

We will refer to the collection of the local supervisors by the distributed supervisor. As illustrated in Fig. 3, the distributed supervisor has three main blocks: a multi-estimator, a monitoring signal generator, and a switching logic component. As in the centralized supervisory control case, there are certain properties we require from the individual blocks of the local supervisors which are crucial for achieving tracking. In particular, the multi-estimators must guarantee that at least one estimation error $e_p$ is small. This will guarantee that
switching halts in finite time. As for the candidate controllers, they must ensure that the closed loop system is detectable with respect to the estimation error. The switching logic must ensure that the estimation error is bounded, while avoiding fast switching. Here, we will work with a specific choice of these three blocks.

**Distributed Multi-Estimator and Candidate Controllers**

For now, we assume that the control input $u$ is given. We will explain how to select the control below. The distributed multi-estimator is a collection of local estimators that are implemented at the nodes. At node $i$, the local estimator is a dynamical system that takes as input the outputs and control inputs of the neighboring nodes, and it produces an estimate $[y_p]_i$, $p \in \mathcal{P}$. At each node, we adopt the standard Luenberger observer to design the multi-estimator. Let the matrix $L_p$ be sparse:

$$ j \notin N_p(i) \implies [L_p]_{ij} = 0. $$

(4)

The estimator equations at node $i$ can then be written as

$$ [\dot{x}_p]_i = \sum_{j \in N(i)} [A_p]_{ij} [x_p]_j + [B_p]_{ij} [u]_j + [L_p]_{ij} [y_p - y]_j, $$

$$ [y_p]_i = \sum_{j \in N(i)} [C_p]_{ij} [x_p]_j, $$

with arbitrary initial values $[x_p(0)]_i$. To write the estimator equations more compactly, let $x_p = [x_p]_1, \ldots, [x_p]_n]^T$ and $y_p = [y_p]_1, \ldots, [y_p]_n]^T$, for all $p \in \mathcal{P}$. Recalling that the matrices $A_p, B_p, L_p, C_p$ are sparse, we can now write

$$ \dot{x}_p = A_p x_p + B_p u + L_p (y_p - y), \quad x_p(0) = x^0_p, $$

$$ y_p = C_p x_p, $$

where $x^0_p = [[x_p(0)]_1, \ldots, [x_p(0)]_n]^T$. It is important to note that $x_p, y_p$ are not stored at any node in the network, since they are centralized quantities, and are introduced merely for notational simplicity.

We define the estimation error as $e_p = y_p - y$, $p \in \mathcal{P}$. We denote the estimation error at the $i$-th node by

$$ e_p^i = [y_p - y]_i, \quad p \in \mathcal{P}. $$

As for the candidate control inputs at node $i$, we assume they are linear and given by

$$ [u_p]_i = \sum_{j \in N(i)} [K_p]_{ij} [x_p]_j + [F_p]_{ij} [e_T]_j, \quad p \in \mathcal{P}, $$

where the gain matrices $K_p$ and $F_p$ must be sparse to guarantee that the controllers are decentralized. Formally, we have the following constraint on the gain matrices:

$$ j \notin N_p^b \implies [K_p]_{ij} = [F_p]_{ij} = 0, \quad p \in \mathcal{P}. $$

(5)

Similar to the estimators, for each $p \in \mathcal{P}$, we collect the control inputs of the nodes into the vector $u_p = [[u_p]_1, \ldots, [u_p]_n]^T$. We can then write

$$ u_p = K_p x_p + F_p e_T, \quad p \in \mathcal{P}. $$

In general, the number of candidate control inputs need not be equal to $|\mathcal{P}| = r$. However, we will assume in this paper, for simplicity, that each node has access to $r$ controllers.

**Monitoring Signal Generators**

Each node implements a monitoring signal generator which keeps track of the history of the estimation errors. This allows the switching decisions (to be explained next) to be based on the history of errors instead of the instantaneous estimation error values. The monitoring signals can be defined as any norm of the estimation error. Here, we define the monitoring signal at the $i$-th node as the square of the $L_2$ norm of $e_p^i$. Formally, we write

$$ \mu^i_p(t) = \int_0^t |e_p^i(s)|^2 ds. $$

(6)

It is more convenient for implementation purposes to express the monitoring signal as an ordinary differential equation (ODE):

$$ \dot{\mu}^i_p = |e_p^i|^2, \quad \mu^i_p(0) = 0, \quad p \in \mathcal{P}. $$

**Switching Logic**

The switching logic at each node takes the monitoring signals $\mu^i_p$, $p \in \mathcal{P}$, as inputs and produces a switching signal $\sigma_i : [0, +\infty) \to \mathcal{P}$ which determines the controller to be applied at each time instant. In particular, we have $[u]_i = [u_{\sigma_i}], i \in \{1, \ldots, n\}$. The chosen controller should correspond to the monitoring signal that has the lowest value. However, if we set $\sigma_i = \min_{p \in \mathcal{P}} \mu^i_p$, we run into the risk of fast switching, which could be detrimental for the stability of the system [2]. To this end, we will employ hysteresis switching logic at each node with hysteresis constant $h_i > 0$. The hysteresis constant is introduced in order to prevent $\sigma_i$ from switching its value too quickly. At each node, we first initialize the switching signal as follows:

$$ \sigma_i(0) = \min_{p \in \mathcal{P}} \mu^i_p(0). $$
Let \( \hat{p}_i(t) := \arg \min_{p \in P} \mu_i \hat{p}_i(t) \). The signal \( \sigma_i \) switches its value at time \( t \) if \( \mu_i \hat{p}_i(t) + h_i \leq \mu_i \sigma_i \). Fig. 4 illustrates the hysteresis based logic at node \( i \).

![Diagram of hysteresis based switching logic]

**Proposition 1:** For all \( i \in \{1, \ldots, n\} \), there exists a time \( T^*_i \) and an index \( q^*_i \in P \) such that \( \sigma_i(t) = q^*_i \), for all \( t \geq T^*_i \). Moreover, \( e^*_i \in L_2 \), for all \( i \in \{1, \ldots, n\} \).

**Proof:** Because \( e^*_i \) converges to zero exponentially fast, it follows from (6) that \( \mu^*_i \) is bounded. Let \( K_i \in \mathbb{N} \) be such that \( \mu^*_i \leq K_i \). By definition, \( \mu^*_i \) is a nondecreasing function, for all \( p \in P \). Hence, each \( \mu^*_i \) must have a limit. Because \( P \) is finite, there exists a time \( T_i \) such that either \( \mu^*_i \geq K_i \) or \( \mu^*_i(t_2) - \mu^*_i(t_1) < h_i \) for all \( t_2 > t_1 \geq T_i \); therefore, at most one more switch can occur for \( t \geq T_i \). This in turn implies that there exists a time \( T^*_i \) such that \( \sigma_i(t) = q^*_i \), \( q^*_i \in P \), for \( t \geq T^*_i \). Because \( \mu^*_i \) is bounded, \( \mu^*_i \) must also be bounded. By (6), it then follows that \( e^*_i \in L_2 \).

Note that after the switching stops, the estimate of node \( i \), \( q^*_i \), might not match that of another node \( j \), \( q^*_j \). In other words, the perception of node \( i \) about the underlying graph will in general be different than that of node \( j \). This leads to new analysis challenges that were not present in the centralized structure.

In order to study the stability of the system following termination of switching, we first define

\[
\begin{align*}
\dot{x}_p^* &= \begin{bmatrix} x_{p,1} \end{bmatrix}, \\
q^* &= \begin{bmatrix} q_1^*, \ldots, q_n^* \end{bmatrix}^T.
\end{align*}
\]

Further, we need to construct the following matrices:

\[
\begin{align*}
\hat{A}_q^* &= \begin{bmatrix} [A_{q^*_1}] & \vdots & \vdots \\ [A_{q^*_n}] \end{bmatrix}, \\
\hat{B}_q^* &= \begin{bmatrix} [B_{q^*_1}] & \vdots & \vdots \\ [B_{q^*_n}] \end{bmatrix}, \\
\hat{C}_q^* &= \begin{bmatrix} [C_{q^*_1}] & \vdots & \vdots \\ [C_{q^*_n}] \end{bmatrix}, \\
\hat{K}_q^* &= \begin{bmatrix} [K_{q^*_1}] & \vdots & \vdots \\ [K_{q^*_n}] \end{bmatrix}, \\
\hat{F}_q^* &= \begin{bmatrix} [F_{q^*_1}] & \vdots & \vdots \\ [F_{q^*_n}] \end{bmatrix}, \\
\hat{L}_q^* &= \begin{bmatrix} [L_{q^*_1}] & \vdots & \vdots \\ [L_{q^*_n}] \end{bmatrix}.
\end{align*}
\]

With these definitions, we can write the control law \( u \) after the switching stops as

\[
u = \hat{K}_q^* \hat{x}_p^* + \hat{F}_q^* e^{-T}.
\]

Define \( \pi : = [x^T, \hat{x}_p^*]^T \). After the switching stops, the closed-loop system becomes:

\[
\begin{align*}
\dot{x} &= \pi \hat{A} x + \pi \hat{B} x_m \\
\dot{e}_q^* &= \pi \hat{C} \pi,
\end{align*}
\]

where

\[
\begin{align*}
\hat{A} &= \begin{bmatrix} A_{p^*} - L_{p^*} C_{p^*} & B_{p^*} K_{q^*} \\ -(B_{q^*} F_{q^*} + L_{q^*}) C_{p^*} & \hat{A}_q^* + \hat{B}_q^* \hat{K}_q^* + \hat{L}_q^* \hat{C}_q^* \end{bmatrix}, \\
\hat{B} &= \begin{bmatrix} B_{p^*} F_{q^*} C_m \\ B_{q^*} F_{q^*} C_m \end{bmatrix}, \\
\hat{C} &= \begin{bmatrix} -C_{p^*} & \hat{C}_q^* \end{bmatrix}.
\end{align*}
\]

Consider now the matrix

\[
\hat{\Gamma} = \begin{bmatrix} B_{p^*} F_{q^*} + L_{p^*} \\ B_{q^*} F_{q^*} + L_{q^*} \end{bmatrix},
\]

and note that

\[
\begin{align*}
\hat{A} - \hat{\Gamma} \hat{C} &= \begin{bmatrix} A_{p^*} + L_{p^*} C_{p^*} & B_{p^*} (K_{q^*} - \hat{F}_{q^*} \hat{C}_{q^*}) - L_{p^*} \hat{C}_{q^*} \\ 0 & A_{q^*} + \hat{B}_{q^*} (K_{q^*} - \hat{F}_{q^*} \hat{C}_{q^*}) \end{bmatrix}.
\end{align*}
\]
Using output injection, we can write
\[ \dot{x} = (A - \Gamma C)x + \Gamma \hat{e}_q + D x_m. \tag{7} \]

To achieve tracking, the matrix $A - \Gamma C$ must be Hurwitz. Hence, in addition to Condition 1, we need to impose the following condition.

**Condition 2:** The matrix $\dot{A}_q + \dot{B}_q (K_q - \hat{F}_q C_q)$ is Hurwitz for all $q^* = [q_1^*, \ldots, q_n^*]^T$ with $\{q_1^*, \ldots, q_n^*\} \subset P$, while satisfying (2) and (5).

**Remark 2:** Assume that $B_p = C_p = I$, for all $p \in P$, and let us select $[K_p]_i = -[A_p]_i$, for all $i$ and $p$. Note that such selection for $[K_p]_i$ is made possible by Assumption 1. In this case, Condition 2 simplifies to requiring $-F_q$ to be sparse and Hurwitz. This can be achieved by selecting $F_p = kI$, where $k \in \mathbb{R}_{>0}$.

We are now ready to state the main result of this section. Denote the state to which the reference model converges by $x^*$.

**Proposition 2:** Under Conditions 1 and 2, and assuming that $x_m$ converges asymptotically to $x_m^*$, the state of the plant $x$ remains bounded, and it asymptotically converges to $x^* = -(A_p + B_p (K_q - \hat{F}_q C_q))^{-1} B_p \hat{F}_q C_m x_m^*$.

**Proof:** Under Conditions 1 and 2, the matrix $A - \Gamma C$ is Hurwitz. We know from Proposition 1 that $e_q^i \in L_2$ for all $i \in \{1, \ldots, n\}$. Noting that $e_q^i = [e_q^{i1}, \ldots, e_q^{in}]^T$, we conclude that $e_q^i$ converges to zero as $t \to \infty$. Then, because $x_m$ is bounded, we deduce from (7) that $x$ must remain bounded. Using the fact that $e_q^i$ converges to zero, the steady-state expression follows immediately from (7). $\blacksquare$

**Remark 3:** Because the objective of the controller is to enable the plant to track the reference model, we are interested in cases where $x^* = x_m^*$. Assuming that $B_p, C_p, C_m$ are all equal to the identity matrix, for all $p \in P$, the steady-state expression simplifies to
\[ x^* = -(A_p + B_p (K_q - \hat{F}_q C_q))^{-1} B_p \hat{F}_q C_m x_m^*. \]

Hence, by setting $K_q = -A_q$ for all $p \in P$, we will have $x^* = x_m^*$ if and only if $p^* = q^*$, i.e., when all the nodes correctly identify the unknown topology. Otherwise, there will be a discrepancy between $x$ and the reference trajectory $x_m$. Nonetheless, in certain scenarios, this discrepancy may be negligible as we will demonstrate in Section V.

Finally, we note that the multi-estimators and controllers we used here are only a specific possibility which we adopted to demonstrate the idea behind distributed supervisory control. One possible variation is to select the control inputs as
\[ u_p = K_p y_p + F_p e_T, \quad p \in P. \]

By following similar steps to the above, one can show that, with this choice of controllers, the matrix that is required to be Hurwitz in Condition 2 becomes
\[ \dot{A}_q + \dot{B}_q (K_q - \hat{F}_q) C_q. \]

Hence, different choices of the controllers will provide different conditions on the system parameters to ensure stability. We are currently investigating different design choices that would place less restrictions on the system parameters.

**V: APPLICATION: TRACKING CONSENSUS DYNAMICS**

In this section, we apply the distributed supervisory control scheme to the distributed averaging problem [13], [14] in the case where the dynamics of the nodes contain unknown parameters. In distributed averaging networks, the nodes attempt to converge to the average of their initial values, $x(0)$, by performing local averaging. When the dynamics of the nodes contain unknown parameters, adaptive control techniques have been applied to solve this problem in [15]. By performing logic-based switching, our scheme enables convergence to the average without requiring continuous tuning of parameters as in the adaptive control approach. In [13], [16], the problem of achieving consensus when the underlying topologies are switching has been studied. Note that the topology in our case is unknown, but fixed, and the switching is performed at each node to choose the controller that minimizes the tracking error.

To specialize the reference model (3) to the distributed averaging dynamics, we assume that $A_m$ is the negative of the weighted Laplacian matrix of a connected undirected graph. In particular, we have
\[ A_m = A_m^T, \quad A_m 1 = 0, \]
\[ [A_m]_{ij} \geq 0, \quad [A_m]_{ij} = 0 \iff (i,j) \notin \mathcal{E}, \quad i \neq j, \]
where the weights $[A_m]_{ij}$, $j \neq i$ are randomly generated. The connectivity of the graph corresponding to $A_m$ is necessary for the convergence to the average [13]. We assume that there is full state observation across the network; we therefore set $C_m = I$ and $C_p = I$, for all $p \in P$. We also set $B_p = I$, for all $p \in P$. Because the agents attempt to compute the average of their initial values, we set $x_m^0 = x_0$ and $x_p^0 = x_0$, for all $p \in P$.

We consider a network of $n = 5$ agents and set $x_0 = [1, \ldots, 5]^T$. The agents will therefore attempt to converge to $\frac{1}{5} 1^T x_0 = 3$. We let $|P| = 10$, that is, there are 10 possible topologies, and we set $p^* = 10$. The matrices $\{A_p\}_p \in P$ are generated at random, without any connectivity requirements.

In order to satisfy Condition 1, we pick $L_p = -kI$, for all $p \in P$, where $k \in \mathbb{R}$ is selected as explained in Remark 1. In view of Remark 2, we set $K_p = -A_p$ and $F_p = 5I$, for all $p \in P$, in order to satisfy Condition 2.

We will run two experiments, where we generate different $\{A_p\}_p \in P$. $A_m$ matrices, each time while respecting the connectivity constraint on $A_m$. Fig. 5 demonstrates the trajectories of the state of the network $x$, the state of the reference model $x_m$, the switching signals $\sigma$, and the tracking error $e_T$ for the first experiment. In this case, all the agents correctly converge to the correct topology $G_{p^*}$, and, hence, converge to the average value 3. The tracking error therefore converges to zero.

Fig. 6 illustrates the same signals for the second experiment. In this case, agent 3 does not select the correct topology, i.e., $q_3^* \neq 10$. Nonetheless, it converges to 3.09, and the tracking error is very small. The remaining nodes all converge to 3. A potential future research direction is quantifying the tracking error in the event where $q_i^* \neq p_i^*$. 1462
with a reference input signal, extending the scheme to handle time-varying unknown parameters, and designing incentive schemes to ensure that the majority of the agents identify the underlying network.
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VI. CONCLUSION

We proposed a distributed version of the classical centralized supervisory control scheme. Our scheme is based on logic-based switching among candidate controllers at each node. The switching decisions performed at each node depend only on information from neighboring nodes. The goal of the controllers is to track a set-point, without requiring the agents to have explicit knowledge of this point. The classical stabilization or regularization problem is a special case of this set-point tracking problem. We showed that switching stops in finite time at each node, and we provided sufficient conditions for stability. We applied our scheme to the distributed averaging problem when the dynamics of the agents contain unknown parameters. Simulation results demonstrated the efficacy of our scheme.

Future work will focus on making Condition 2 less strict, generalizing the problem to tracking of a reference model...